
Mykhailo Matvieiev
Land Reform in the Credit Cycle Framework: 
The Case of Ukraine 4

Oleksandr Sukhomlyn
Communicative E�ciency in Ukraine’s Banking System: 
Evidence from Independent Auditor Reports 30

Artem Vdovychenko
Estimating the Fiscal Impulse in Ukraine 45 

VISNYK
OF THE NATIONAL BANK OF UKRAINE

No. 245
2018

quarterly 
research 
journal

ISSN 2414-987X



VISNYK
OF THE NATIONAL BANK OF UKRAINE

Dmytro Sologub
(Chairman of the Editorial Board)
Deputy Governor,
National Bank of Ukraine

Tom Coupe
Associate Professor,
University of Canterbury, PhD

Oleg Korenok
Associate Professor,  
Virginia Commonwealth University,  
PhD

Oleksiy Kryvtsov
Senior Research Director 
in the International Economic 
Analysis Department, Bank of Canada, PhD

Oleksandr Petryk
Professor, Banking University, Kyiv,  
Doctor of Economics, Member of NBU Council

Inna Spivak
Head of International Economy Analysis Unit,  
Monetary Policy and Economic Analysis 
Department, National Bank of Ukraine,  
Doctor of Economics

Andriy Tsapin
Deputy Head of Research Unit, 
Monetary Policy  and Economic Analysis  
Department,  National Bank of Ukraine, PhD 

Sergiy Nikolaychuk
(Deputy Chairman of the Editorial Board)
Director of Monetary Policy 
and Economic Analysis Department, 
National Bank of Ukraine, PhD

Yuriy Gorodnichenko
Professor, University of California,  
Berkeley, PhD

Viktor Koziuk
Professor, Ternopil National Economic 
University, Doctor of Economics,
Member of NBU Council

Tymofiy Mylovanov
Professor, University of Pittsburgh,  
Honorary President of Kyiv School of Economics,  
Deputy Chairman of NBU Council, PhD

Marko Skreb
Advisor on the Activities of Central Banks

Oleksandr Talavera
Professor, Swansea University, PhD

Vitaliy Vavryshchuk
Director of Financial Stability Department,  
National Bank of Ukraine

Vadym Volosovych
Associate Professor,  
 Erasmus University  
Rotterdam, PhD

Editorial Board

Founder and publisher: National Bank of Ukraine

Editorial Board ensures compliance with ethical standards of publishing

For reprinting materials published herein the reference to the journal  
“Visnyk of the National Bank of Ukraine” is compulsory

The Editorial Board can publish materials being under discussion, not sharing the author’s opinion

The author bears responsibility for the accuracy of the materials

https://doi.org/10.26531/vnbu2018.245

© National Bank of Ukraine 1995–2018
All rights reserved
Address: 9 Instytutska Street, Kyiv, 01601, Ukraine
E-mail: journal@bank.gov.ua

Design and layout: Zlatograf LTD.
Address: Ukraine, Kyiv, 01001,  
Prorizna Street, 12, office 10.
Phone: +380 (44) 360-94-60.

quarterly research journal

Published since 
March 1995 

No. 245
2018

Visnyk of the National Bank of Ukraine, No. 245, 2018



3

VISNYK
OF THE NATIONAL BANK OF UKRAINE

PREFACE BY THE CHAIRMAN OF THE EDITORIAL BOARD

Dear readers,

The current issue of the Visnyk of the National Bank of Ukraine aims to bring more attention to the 
topical problems of land reform and asymmetric information in the banking system, which, if resolved, 
could make the financial markets in Ukraine more effective. We also continue to explore the economic 
impact of fiscal policy and how it reacts to business cycles.

In the first article of the issue, Land Reform in the Credit Cycle Framework: The Case of Ukraine, 
Mykhailo Matvieiev uses a conventional framework for Dynamic Stochastic General Equilibrium mod-
els with collateral constraints to model the effect of agricultural land reforms. The collateralization 
of agricultural land is shown to lead to a significant additional amplification of loan-to-value shocks 
compared to the case in which land cannot be used to secure loans. As the author concludes, lifting 
the moratorium allows land to be traded and to be used as an additional way to secure loans. If there 
are binding borrowing constraints, additional collateral leads to constraint easing, which increases the 
borrowing power of impatient economic agents.

The second article, Communicative Efficiency in Ukraine’s Banking System: Evidence from Inde-
pendent Auditor Reports, by Oleksandr Sukhomlyn, applies a quantitative content analysis to inde-
pendent auditor reports of Ukrainian banks to test whether report communicative value affects bank 
performance in the subsequent period. The author demonstrates that a more negative tone of an 
auditor report is associated with an increase in bank ROA and ROE in the following year. One key 
conclusion is that Ukrainian banks pay particular attention to the information in auditor reports when 
considering changes in policy related to key financial indicators.

The article by Artem Vdovychenko, entitled Estimating the Fiscal Impulse in Ukraine, applies dif-
ferent econometric techniques to evaluate fiscal policy stance. The author finds that the fiscal policy 
response to the 2014 crisis was significantly tighter than the response to the crisis of 2008–2009. In 
addition, the study identifies the particular budget items that are most sensitive to fluctuations in the 
business cycle. Specifically, corporate income tax shows the strongest response to economic cycles 
among all budget revenue categories, while VAT provides the greatest contribution to the cyclical 
component of Ukraine’s budget balance.

The research findings presented in this issue of the journal emphasize the importance of reform 
and communications, which can benefit the economy and its main stakeholders, including the regula-
tor, auditors, banks and their clients. There is no doubt that effective communications play an essential 
role in economic policy and that such communications can be regarded as a key channel for policy 
transmission for the central banks. With this in view, the Editorial Board of the Visnyk of the National 
Bank of Ukraine encourages researchers to participate in the annual international research confer-
ence “Central Bank Communications: From Mystery to Transparency”, which will be hosted by the 
National Bank of Ukraine on 23-24 May 2019. We also invite you to submit original fundamental and 
applied studies for publication in the Visnyk of the National Bank of Ukraine.

Best regards,
Dmytro Sologub

http://site.bank.gov.ua:9091/control/en/publish/article?art_id=79451562&cat_id=76291
http://site.bank.gov.ua:9091/control/en/publish/article?art_id=42678430&cat_id=22213835
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LAND REFORM IN THE 
CREDIT CYCLE FRAMEWORK: 
THE CASE OF UKRAINE
MYKHAILO MATVIEIEVa *

a Kyiv School of Economics 
Email: mmatvieiev@kse.org.ua 

Abstract In this work I show that land reform can affect business cycle dynamics through the financial accelerator. For 
this purpose, I employed a conventional framework for Dynamic Stochastic General Equilibrium models with 
collateral constraints to model the effect of agricultural land reforms. The model was estimated on the basis 
of Ukrainian data and tested with an impulse response function analysis. I found that the collateralization of 
agricultural land leads to a quantitatively significant additional loan-to-value shock amplification compared 
to the case when land cannot be used to secure loans.

JEL Codes E31, E32, E44, Q15, R21

 Keywords credit cycles, land reform, collateral constraints, financial accelerator

1. INTRODUCTION
It has been almost two decades since land reform was 

launched in Ukraine, and the issue has prompted what seems 
like interminable debate on the issue. By 2001, as a result of 
the ongoing reform, a substantial part of the country’s farm-
land had been distributed among the employees of the ag-
ricultural sector. However, in 2002 a moratorium on the sale 
of agricultural land was imposed by parliament, which sus-
pended the functioning of the land market for more than 15 
years. Along with the trade in agricultural land, the moratorium 
temporarily prohibits the use of agricultural land as collateral.

A new stage of the land reform debate was launched 
with the prolongation of the moratorium in 2017. The rights to 
land ownership cannot now be transferred until 2019. While 
the consequences of lifting the moratorium have been ana-
lyzed at the macro and micro levels, as well as from an insti-
tutional point of view, this paper investigates how macroeco-
nomic shocks will affect business cycle dynamics under the 
proposed changes. Considering that the financial sector is 
one of the key drivers of output fluctuations during the busi-
ness cycle, land collateralization could potentially facilitate 
access to the financial markets, and thereby influence the 
propagation of shocks.

To track the effect of the land reform on shock trans-
mission and amplification in an economy with collateral 
constraints, I selected DSGE modelling. On the one hand, 
Dynamic Stochastic General Equilibrium models are micro-
founded, and appear to be less subject to the Lucas critique. 
On the other hand, the development of macroeconomic the-
ory has drawn substantial attention to the financial accelera-

* A part of this paper was drafted within the framework of Research Internship Program of the National Bank of Ukraine, where the author participated. The author 
is grateful to (in alphabetic order) Oleksandr Faryna, Oleg Nivievskyi, and Maksym Obrizan for their useful comments and suggestions.
1 I used 2006Q1-2016Q4 time series on private consumption spending (seasonally adjusted, $; data source: State Statistics Service of Ukraine, own calculations), 
interest rate (interest rates on interbank deposits 1-3 months; data source: National Bank of Ukraine), consumer price index (data source: State Statistics Service 
of Ukraine) and real estate price ($ per m2, Kyiv, residential real estate, secondary market).

tor, which is reflected in DSGE models. As imperfection on 
the financial markets may cause a quantitatively significant 
amplification of shocks, financial frictions were incorporated 
into the general equilibrium setup by Bernanke (1999) in 
the form of the external finance premium, and by Kiyotaki 
and Moore (1997), through collateral constraints. The latter 
approach was further developed by Iacoviello (2005), who 
studied collateral constraints within the New-Keynesian 
framework, and extended for debt deflation. Gerali et al. (2010) 
introduced monopolistic competition in banking sector, 
while Iacoviello and Neri (2010) added supply side on the 
housing market to capture credit cycle dynamics more ac-
curately. Thus, structural macroeconomic models now have 
sufficient tools to investigate possible changes in amplifica-
tion caused by collateral constraints. However, the question 
of the very presence of the financial accelerator in emerging 
economy naturally arises.

To substantiate the impact of financial imperfections  
on the business cycle, I partially replicated the VAR evidence 
of Iacoviello (2005), (Figure 1 “VAR Evidence, United States”, 
p. 741) for Ukraine data.1

Figure 1 represents the comovement of consumption 
and house prices in Ukraine. This relation can be explained 
by the collateral effect. The mechanism is rather straightfor-
ward: in an economy with borrowing constraints, a positive 
shock on asset price leads to the relaxation of constraints, 
allowing higher consumption spending. Houses usually 
serve as a means of collateral, which reveals a positive cor-
relation between their prices and consumption. Thus, VAR 
evidence suggests that the collateral effect may play some 
role in the process of shock propagation and amplification in 

© National Bank of Ukraine, 2018. All rights reserved https://doi.org/10.26531/vnbu2018.245.01

http://site.bank.gov.ua:9091/control/en/publish/article?&art_id=41508381&cat_id=41306301
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Ukraine. Consequently, the cancelation of the moratorium, 
which entails an increase in the amount of collateral, will af-
fect the dynamics of the business cycle.

To simulate the changes caused by transformations on 
the land market, I extended the DSGE model with collateral 
constraints by introducing farmland as potentially an addi-
tional way to secure a loan. I developed two models: “initial” 
and “modified”, which represent the economy before and 
after the land reform, and tested their properties with an im-
pulse response function (IRF) analysis.

The models are constructed identically in all aspects  
except land. The model setup to a large extent follows  
and inherits the majority of the features of the framework 
elaborated by Iacoviello (2005) and further developed by 
Gerali et al. (2010), Iacoviello and Neri (2010). It is the Dy-
namic Stochastic General Equilibrium Model with monopo-
listic competition at the retail level, and collateral constraints 
taken from Kiyotaki and Moore (1997). Borrowings of eco-
nomic agents must be secured by the value of houses in 
possession in the “initial” model, and by the value of houses 
or land in the “modified” one. Using land as a collateral eas-
es the borrowing constraint, thereby altering business cycle 
dynamics via the financial accelerator.

In other respect, the frameworks differ in terms of the 
possibility to buy and sell land. The model that simulates the 
economy after the end of the agricultural reform enables 
land to be sold, while the initial model does not. In this fash-
ion, the current paper attempts to take into account changes 
in the transmission mechanism in the economy of Ukraine 
that will take place in the near future.

The model of the actual economy was calibrated and es-
timated with the Maximum Likelihood procedure based on 

Ukrainian data. In order examine if allowing agricultural land 
to serve as a mean of collateral affects shock propagation, 
the dynamics of the factual and counterfactual economies 
were juxtaposed and compared by means of an IRF analysis.

The remainder of this work is organized as follows: 
Chapter 2 presents a brief overview of the legal status of 
agricultural land in Ukraine. Chapter 3 proceeds with a re-
view of the literature. I incorporated agricultural land in the 
general equilibrium setup in chapter 4. The paper concludes 
with parametrization in chapter 5, results in chapter 6, and 
conclusions in chapter 7.

2. AGRICULTURAL LAND IN UKRAINE
The fall of the Soviet Union accompanied by the gain-

ing of independence brought Ukraine onto the path of lib-
eral transformations. One example of such transformations 
is land reform, which was launched in March 1991. The Law 
on Forms of Land Ownership (1992) abolished more than  
75 years of state monopoly on the right to own land, and the 
Land Code (1992) stipulated how land was to be transferred 
from state to private or collective ownership. The transfer 
of land to collective ownership was a transitional stage on 
the way to full privatization, allowing the transformation to 
proceed gradually.

The next stage of the reform was related to the Decree 
on the Order of Land Division (1995), which stipulated the 
procedure for the transition from collective to private own-
ership of land. As a result, by the end of the last century, 
collective farms were reorganized and about 28 million hect-
ares of agricultural land were transferred into private owner-
ship. This land was distributed as “pays” (shares) at no cost 
among the workers who participated in collective farms.

Figure 1. IRF to the House Price Shock
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At the beginning of the 2000’s, the population that re-
ceived agricultural land during the process of privatization 
had no means of production sufficient for individual farming, 
which potentially created the threat that land would accumu-
late in the hands of big enterprises. To avoid the unfavorable 
consequences of market formation, a moratorium on the sale 
of land shares was introduced by Ukraine’s parliament, the 
Verkhovna Rada, as a temporary measure (for four years) in 
2001. The law prohibits any transfer of ownership of “pays”, 
other than through inheritance, including land sales and land 
donation. The moratorium has been prolonged nine times, 
and currently expires on 1 January 2019. The moratorium 
does not permit any legal ways for farmland expropriation, 
so land cannot be used as collateral. At the moment, the 
loan-to-value ratio for agricultural land in Ukraine is zero.

Farmland constitutes 42.7 million hectares or 70.8% of the 
territory of Ukraine (StateGeoCadastre). 41 million hectares out 
of this 42.7 million hectares (that is 96%) are under the mora-
torium and cannot be traded. The large chunk of this land is in 
private ownership (30.8 million hectares), while farmland that 
hasn’t been privatized constitutes 10.7 million hectares (in ac-
cordance with the monthly land review of StateGeoCadastre). 
Large agricultural enterprises hold about 6 million hectares of 
farmland combined (Nizalov, 2017), while the rest of the priva-
tized land is distributed across the population.

Without taking into account shadow schemes for trans-
ferring property rights, the only way non-farmers can use 
land that is under the moratorium is to lease it out. Accord-
ing to the State Service of Ukraine for Geodesy, Cartography 
and Cadastre, as of January 1, 2018, 4.9 million land lease 
agreements were in place, covering 19 million hectares of 
land (both state and collective). The average rental price is 
about $50 per hectare for private farmland, and about $107 
for state land (according to StateGeoCadastre data).

Lifting the moratorium will allow to farmland to be pur-
chased and make it possible to use land as collateral. Ac-
cording to the most conservative estimates, the liberaliza-
tion of the land market will increase the price of agricultural 
land at least by 3.5 times and rental prices accordingly; land 
collateralization will facilitate the access to financing, and in-
crease lending by $25 billion overall (Nizalov, 2017).

3. LITERATURE REVIEW
Irving Fisher is generally considered to have had the clos-

est early approximation to the modern view on the financial 
sector. His contemplation of the roots of the Great Depres-
sion resulted in debt deflation theory, which maintains that 
recessions emanate from deflation, which, in turn, leads to 
an increase in the real value of debt. The starting point of 
Fisher’s reasoning (1933) is an assumption of the existence of 
a state of over-indebtedness. On this basis, he successively 
deduced the sequence of developments that inevitably lead 
an economy into a recession after the bursting of a debt bub-
ble. Debt liquidation, followed by a decrease in the money 
velocity proceeds to a price level decline, compounded by 
a fall in the value of businesses, resulting in falling output, 
unemployment, and other attributes of recession. These in-
ferences, derived within the confines of general equilibrium 
theory, constitute Fisher’s standpoint on the causes of the 
Great Depression and make him relevant to the contempo-
rary view on the financial sector.

In a similar manner, John Maynard Keynes attached im-
portance to the financial markets. Five years before his Gen-
eral Theory was published, the economic crisis in Germany 
became the object of Keynes’ (1931) close attention, and he 
found the origins of its propagation to have been in the bank-
ing sector. Recession is inevitably accompanied by a fall in 
prices of all types of assets, including real estate. Banks, play-
ing the role of intermediators between lenders and borrow-
ers, may face problems meeting their obligations as a con-
sequence of an asset price decline, which is a threat for the 
whole financial system. Keynes’ position on the role of the 
fall of asset values in amplifying a downturn amplification to a 
great extent anticipates the views of more recent economists 
regarding the financial sector.

The development of the idea of the financial accelera-
tor over the following 60 years was observed only in partial 
equilibrium models. A new stage of the evolution of the con-
cept of financial frictions is usually associated with works of 
Bernanke. Bernanke and Gertler’s (1990) OLG neoclassical 
model is often viewed as first attempt to construct a gener-
al equilibrium model with the financial sector. The model is 
used to study output fluctuations caused by changes in the 
credit worthiness of firms and households. The integration of 
financial frictions in the form of the external finance premium 
into the general equilibrium setup is an attempt to make the 
theoretical framework relevant and coherent with the observ-
able results of monetary regulations. This necessity was in-
duced by numerous empirical papers that were seeking an 
explanation for the “black box” effect of monetary policy. An 
example of such a work is Bernanke and Gertler (1995), who 
tried to rationalize the output response to monetary shock 
through bank lending and balance sheet channels.

Bernanke, Gertler and Gilhrist (1996), in trying to explain 
the amplification mechanism, or “how small shocks generate 
large fluctuations”, established the concept of “the financial 
accelerator” and discussed its implications. The idea of the 
external finance premium, a natural consequence of asym-
metric information, was reflected in a DSGE model by Ber-
nanke, Gertler and Gilhrist (1999), and having made this set-
up ubiquitous this engendered a whole generation of DGSE 
models with financial frictions.

The external finance premium could be described as 
“price” financial friction, as it arises from a higher lending rate 
compared to the case of perfect information. However, there 
is a particular subset of DSGE models that implement “quan-
titative” types of financial frictions, incarnated in the borrow-
ing constraint. In such models, the size of a loan available 
to an economic agent is restricted by the value of assets it 
possesses.

Kiyotaki and Moore (1997) built a deterministic general 
equilibrium model with the collateral constraint, and de-
scribed the propagation mechanism. Durable goods, defined 
as land, are determined to have a fixed supply and serve at 
the same time as a factor of production and as a means to 
secure a loan. Some negative shock causes the net worth 
of firms to fall, which, in turn, decreases the demand for land 
and drives its price down. The land price drop amplifies the 
fall of the net worth of firms and, in this manner, the effect 
of the negative shock propagates. The work of Kiyotaki and 
Moore originated a line of DSGE models in which this trans-
mission mechanism is inherent.
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Kocherlakota (2000) continued the stream of research 
initiated by Kyiotaki. As the previous researchers suggest, 
he emphasizes that the size, persistence and asymmetry of 
the observed output responses cannot be embedded in the 
RBC framework. Summarizing the previous developments, 
Kocherlakota models the economy with limited contract en-
forceability, which entails borrowing constraints, and shows 
that such frictions give rise to a quantitatively significant am-
plification of shocks.

While the latter researchers made an attempt to study the 
effect of the monetary and real shocks in an economy with 
collateral constraints, through introduction of the price and 
labor frictions, Cordoba and Ripoll (2004) presented an in-
genious alternative. Their model exploits the Kiyotaki-Moore 
economy, where heterogeneous agents have to hold enough 
money for transactions one period before the transaction 
takes place. This cash-in-advance constraint, compounded 
by the collateral type of borrowing constraint, generates a 
powerful source of shock propagation. Cordoba and Ripoll’s 
model allows monetary shock through money injection via 
open market operations, and they found that the framework 
spawns persistent output fluctuations as result of this shock. 
The degree and duration of the fluctuations depend on the 
extent to which credit market imperfections tend to amplify 
initial the output increase/decline.

Iacoviello (2005) continues the tradition of Kiyotaki and 
Moore in many respects, and introduces several features that 
make this framework a “workhorse” DSGE model for these 
types of financial frictions. Heterogeneity among consumers 
and borrowers, along with nominal debt assumption as in-
corporated in the New-Keynesian setup allows consumption-
asset price comovement (houses considered as collateral) to 
be captured, and brings the model’s dynamic close to the 
real data. In other aspects, the author follows Kiyotaki and 
Moore (1997) such as fixed asset supply, no imperfections in 
the banking sector, etc.

Iacoviello and Neri (2010) addressed the question of 
housing market determinants in a similar fashion. For this 
purpose, they extended the DSGE with collateral constraint 
in several directions. On the supply side of the economy a 
housing sector was introduced (previous models included 
only the demand side of the housing market). House produc-
ers are separated out as particular economic agents. They 
operate on a competitive market and produce homogeneous 
product with constant returns to scale production function. 
All production sectors experience slow technological growth. 
Nominal rigidities on the labor market are also implemented 
in order to explain fluctuations in the housing market and 
how they could be transmitted to other sectors of the econ-
omy. They concluded that house price growth outstrips tech-
nological progress in housing construction, and that wage 
rigidities on the housing market (which is competitive) matter. 
Another important finding is that house preference shocks 
have an important role in the expansion of the U.S. economy. 
The paper of Iacoviello and Neri made a great contribution 
to analyzing housing market spillovers, and their framework 
is extensively used by European central banks and the IMF.

Gerali et al. (2010) further developed the DSGE with bor-
rowing constrains model by introducing monopolistic com-
petition in the banking sector. The model is estimated for the 
Euro zone, and shows that much of the fluctuation during the 
2008 crisis can be explained by shocks in the banking sector. 
The other implication is that an imperfect banking sector has 

various effects on the magnitude of fluctuations caused by 
monetary and technological shocks.

As the productivity shock affects output directly, it proved 
to be unable to change asset prices significantly and therefore 
abet the shock amplification. This fact calls into doubt the abil-
ity of the credit cycle theory to contribute to explaning macro-
economic dynamics, moreover, it makes business investments-
land price comovement puzzling. Liu, Wang and Zha (2013) 
posit that preference shocks may substantially affect asset 
prices, resolving the puzzle. They built a model a-la Iacoviello 
(2005) in which land plays the role of collateral for borrowing 
economic agents, and is a source of utility for households 
(the reason for the substitution of housing with land is that 
housing prices are mostly driven by land prices). They per-
formed several robustness checks and found a firm link be-
tween land price and investments.

In papers that focus on borrowing restrictions, there is 
usually only one asset under consideration. Studying the 
case of more than one mean of collateral can be regarded 
as a side stream of research. However, the question of an in-
stant collateral increase, compounded by the issue of mutual 
collateral price dynamics during the business cycle, is a topic 
of some scientific curiosity and has some originality.

4. THE MODELS 
To a large extent I follow Iacoviello (2005). The model 

is constructed in discrete time and assuming infinitely-living 
economic agents. The economy consists of patient house-
holds, impatient households and entrepreneurs. Patient and 
impatient households differ in the value of discount fac-
tor but identical in other respects – they draw utility from 
consumption and housing, and disutility from work. Patient 
households lend money to impatient households and en-
trepreneurs. An important extension is that both types of 
households get rent from the possession of land, but do not 
draw utility from it.

Entrepreneurs produce wholesale goods and draw utility 
from consumption. The inputs are capital, labor (supplied by 
both types of households), land and houses. Firms sell their 
goods to retailers on a competitive market and buy labor on 
a perfect market as well.

In the models, retail firms are run by patient households. 
They differentiate wholesale goods without costs and vend 
them to aggregators, who produce final goods. The central 
bank follows the Taylor rule. Both land and housing supplies 
are fixed.

4.1. Initial Model
There are two principle differences between initial and 

modified models: (1) the presence of a free land market;  
(2) the possibility of using land as collateral.

4.1.1. Patient Households

Patient households maximize the horizon of expected 
utilities from final goods consumption, stock of housing, and 
disutility from work. Following Iacoviello, I use the logarith-
mic form of the utility function, which is a special case of the 
Constant Relative Risk Aversion (CRRA) utility function. The 
objective function is:
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where t – time index, βP – discount factor, cP and hP – con-
sumption of goods and housing respectively, LP – working 
hours, η – labor supply aversion, E – expectation operator, 
j – housing preference parameter that follows the AR(1) pro-
cess:

      𝑗𝑗" = 𝑗𝑗"$%
&' exp	(𝜀𝜀.,"), 𝜀𝜀.,"	~	𝑁𝑁	(0, 𝜎𝜎.).  (2)

Expenditures in each period consist of consumption, 
expenses on the change in the stock of housing, and bor-
rowing repayments. These can be finances from borrowing, 
labor income, rent from land, profits (as patient households 
run retail firms that operate on a market with monopolistic 
competition) and lump-sum net budget transfers. In the flow 
of funds, all variables are specified in real terms:
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(3)

where qh – the real price of a house, wP – real wage, rp – 
real land rent of patient consumer. F denotes lump-sum 
profits from running retail firms, T – lump-sum government 
transfers, R – the nominal interest rate, bp – borrowings, and  
π – inflation.

The difference from Iacoviello (2005) is the presence of 
rent payments in the budget constraint. Households hold 
some agricultural land and can do nothing else (before the 
lifting of the moratorium on the land sale) but lease it out and 
get rent payments in return. Note, that ZP (amount of land) is 
exogenously given and is not a subject of optimization. Thus, 
patient consumers choose consumption, number of working 
hours, housing stock and borrowing.

Combined first order conditions can yield quite standard 
equations for the labor supply, housing demand and Euler 
equation for this type of DSGE model, which can be found 
in Appendix A.

4.1.2. Impatient Households

Impatient households have a lower value for the dis-
count factor (compared to patient ones), which endogenous-
ly defines them as borrowers. Impatient as well as patient 
households derive utility from consumption cI, houses hI and 
labor LI (disutility):
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(4)

Expenditures on houses, consumer goods and loan re-
payments can be financed by new borrowings bI, wages 
wI from labor and rent rI from possessing land (ZI). Budget 
constraint has the following form (the same as for patient 
hosueholds):

      

c"# + q"&(h"# − h"*+# ) + R"*+
b"*+#

π"
≤ 

≤ b"# + w"
#L"# + r"#Z# + T"#.  

(5)

As mentioned, impatient household discount future util-
ity faster than patient ones due to low β. In an economy in-
habited by heterogeneous agents (in terms of β), this hetero-
geneity will inevitably make borrowers of those that have a 
lower discount factor. So impatient households’ optimization 
leads to borrowing, making them “impatient” in the full sense 
of the word.

The borrowing of impatient households cannot exceed 
the expected future value of their assets:

     R"b"$ ≤ m"π"()q"()+ h"$,  (6)

where mI is loan-to-value ratio. I made the LTV ratio stochas-
tic, similar to Gerali et al. (2009), and it follows the AR(1) pro-
cess:

     m" = m"$%
&'exp	(ε.,") ,  ε.,"	~	N	(0,σ.).  (7)

To make the model clearer, is also useful to draw a dis-
tinction between the housing stock and the land stock in the 
setup. Households get utility from housing, can buy and sell 
houses on the housing market (but not rent) and use it as 
collateral. Land, on the contrary, is not in the utility function, 
can be leased (and bring rent payments), but cannot be trad-
ed or collateralized. However, the latter two assumptions will 
be relaxed in the succeeding sections.

Optimizing of (5) with respect to (6) and (7) we can obtain 
labor supply and house demand for impatient households 
(Appendix B).

4.1.3. Entrepreneurs

In this setup, firms are separate economic agents and 
draw utility from consumption only. They have a lower dis-
count factor than patient households, and this defines their 
behavior as borrowers.

      
U" = E%&β"(ln	c("	.

.

(/%

 
 

(8)

In order to finance their consumption, entrepreneurs 
produce wholesale goods. Compared to Iacoviello (2005), 
I introduced agricultural land as an additional factor of pro-
duction:

     Y" = A"K"&'
( h*,"&', (Z*

/Z01Z2
'&/&1)4(L0,"6 L2,"'&6)'&(&4&,.  (9)

The production function is constructed in the spirit of Ia-
coviello in a way that leads to analytical solutions. Output is 
produced with capital K, houses hE, land of all types of eco-
nomic agents Zp, ZI, ZE and labor of patient LP and impatient LI 
households. μ stands for capital share in output, v for house 
share in output, and u for land share in output. Wages and 
rents are distributed according to the shares of economic 
agents (φ, d, α). The total factor productivity follows an AR(1) 
process:

     A" = A"$%
&' exp	(ε.,") ,  ε.,"	~	N	(0, σ.)  (10)

Entrepreneurs maximize their utility with respect to an 
entrepreneur’s flow of funds. The incorporation of land re-
quires two additional (compared to Iacoviello (2005)) terms 
(rent payments to patient households, and rent payments to 
impatient households):

.

.
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c"# + q"&(h"# − h"*+# ) + R"*+
b"*+#

π"
+ w"

1L"1 + w"
3L"3 + 

+	r"1Z1 + r"3Z3 + I" + ξ"9 ≤ 	
Y"
X"
+ b"# 

 

(11)

Firms spend their income from production and borrow-
ing on consumption, housing, borrowing repayments, land, 
and labor factor payments to patient and impatient house-
holds. Labor and land markets are modeled as competitive, 
so the factor owners get their marginal product. In every pe-
riod, δ share of capital depreciates, and capital stock can be 
replenished by investments I: 

    I" = K" − (1 − δ)K"*+.  (12)

Capital adjustment ξK costs have a quadratic form, such 
that in a steady-state they are equal to zero:

     
ξ"# =

ψ
2δ(

I"
K"+,

− δ.
/

K"+,. 
 

(13)

In addition, entrepreneurs are limited in borrowings in 
the same manner as impatient households:

    R"b"$ ≤ m"π"()q"()+ h"$,  (14)

where m is a stochastic LTV ratio that follows an AR(1) pro-
cess:

   m" = m"$%
&'exp	(ε.,") ,  ε.,"	~	N	(0,σ.).  (15)

Maximization of (8) with respect to (9), (11), (12), (13) and 
(14) describe the demand side of the labor markets, an opti-
mal investment schedule, and firms’ demand for houses (Ap-
pendix C).

4.1.4. Other Agents

Retailers and the central bank constitute the rest of the 
model, and exactly match the corresponding section in Ia-
coviello (2005). There is a continuum of retailers i of mass 
1 that buy intermediate homogeneous goods Y for price PW, 
differentiate them without cost, and sell them in an imper-
fect market with markup X at price P. Aggregate price index 

P" = $% P"(i))*+
)

,
di.

)
)*/

  corresponds to aggregate output 

Y" = $∫ Y"(i)
)*+
)

,
- di/

)
)*+

,  and it can be shown that each re-

tailer faces Y"(i) = (P"(i)/P")
)
)*+Y". 

Given standard Calvo pricing, with the probability of 
price resetting equal to 1-Ѳ, each firm maximizes discounted 
expected profits with respect to optimal price P*:

    
!θ#E% &β(

c*+

c*,#+ -
𝑃𝑃/∗(𝑖𝑖) − 𝑃𝑃/5

P*
7 𝑌𝑌/,9(𝑖𝑖):

;

9<%

. 
 

(16)

Optimization of (16) coupled with the evolution of price 

level 𝑃𝑃" = $𝜃𝜃𝑃𝑃е'() + (1 − 𝜃𝜃)𝑃𝑃"∗
(')0

(
(')   yields the standard 

New-Keynesian forward-looking Philips Curve.

The central bank follows the Taylor rule:

    
R" = (R"%&)(	*(π"%&

&,(	- .
Y"%&
Y 0

(	1
rr3)&%(	*	e5,"	, 

 
(17)

where eR,t is a monetary policy shock, that follows the AR(1) 
process:

   e",$ = e",$&'()exp	(ε",$).  (18)

4.1.5. Equilibrium

The general equilibrium is characterized by equilibria on 
the goods, labor, financial and housing markets. The model 
assumes binding collateral constraints, so impatient house-
holds and entrepreneurs borrow up to their limit. The defini-
tion of all flows between economic agents also requires two 
out of three budget constraints (by the virtue of Walras law).

The model describes a private (no government spend-
ing) closed (no export/import) economy, so final output can 
be either consumed by entrepreneurs, patient households 
and impatient households, or adjusted in the form of invest-
ments by entrepreneurs. Equilibrium on the goods market is 
described by equation (19).

  Y" = c"% + c"' + c"( + I".  (19)

The market-clearing condition in the labor market in fact 
combines the market-clearing condition in the labor market 
for patient households and in the labor market for impatient 
households.

 L"#$%&'( = L"
*+,,-..  (20)

The sum of borrowing is equal to zero, i.e. the sum of 
borrowing is equal to the sum of savings (negative borrow-
ings) in the economy.

b"# + b"% + b"& = 0.  (21)

Supply on the housing market is fixed and does not de-
preciate.

h"# + h"% + h"& = H).  (22)

4.2. Modified Model
Let us move to a modified model that simulates the 

changes in the economy associated with lifting the morato-
rium on land sales. In this model, I allow land to be traded 
and to use as collateral. This affects all economic agents and 
this section briefly describes the changes.

4.2.1. Patient Households
Patient households consume goods and housing servic-

es, work, lend money and choose theamount of land to own, 
since the land trade is no longer prohibited. Agricultural land 
delivers no utility, so the utility function stays unchanged:

   

U" = E%&β"( )ln	c(
. + j(	ln	h(

. −
L("

4

η 6

7

(8%

, 

 

(23)

j" = j"$%
&' exp	(ε.,"), ε.,"	~	N	(0, σ.).  (24)

The budget constraint has been modified – the third term 
reflects that households can buy and sell land. And the time 
subscript of Z (in the income part of the budget constraint) 
indicates that rents are obtained from the land, the amount 
of which can be optimized.

.
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c"# + q"&(h"# − h"*+# ) + q"-(Z"# − Z"*+# ) + R"*+
b"*+#

π"
≤ 

≤ b"# + w"
#L"# + r"#Z"*+# + +F" + T"#,  

(25)

where qt
z is land price and (Z#$ − Z#&'$ )  is additional land ac-

quired in period t.

Maximization yields five first-order conditions that can 
be combined into four equations. They are labor supply, 
the housing-consumption ratio (housing demand), the Eul-
er equation, and land supply (Appendix D). The first three 
exactly replicate the results of the initial model. The fourth 
stands for the land-consumption ratio, and arises due to the 
additional choice variable (land).

4.2.2. Impatient Household

Utility function of impatient household duplicates (4):

     
U" = E%&β"( )ln	c(" + j(	ln	h(" −

L("
3

η 5

6

(7%

, 
 

(26)

subject to a constraint which takes into account land trade 
(the same as for patient households):

    

c"# + q"&(h"# − h"*+# ) + q"-(Z"# − Z"*+# ) + 

+	R"*+
12345

62
≤ b"# + w"

#L"# + +r"#Z"*+# + T"#.  

(27)

Borrowing constraint constitutes the essence of the mod-
els, engendering shock amplification. While the initial model 
replicates the borrowing constraint from Iacoviello (2005), in 
the modified model I allow land to be used as a means of 
collateral.

    R"b"$ ≤ m"π"()*q"(), h"$ + q"()/ Z"$1,  (28)

    m" = m"$%
&'exp	(ε.,"), ε.,"	~	N	(0, σ.).  (29)

Maximization of the utility function subject to the budget 
and collateral constraints provides labor supply, the house-
consumption relation, and the land-consumption relation. 
These equations are reported in Appendix E.

4.2.3. Entrepreneurs

Entrepreneurs draw utility from consumption that is 
equivalent to (8):

    
U" = E%&β"(ln	c("

-

(.%

 
 

(30)

Production is performed with capital, houses, land and 
labor. Now the amount of land is a choice variable:

Y" = A"K"&'
( h*,"&', (Z*,"&'

/ Z0,"&'1 Z2,"&'
'&/&1)4(L0,"6 L2,"'&6)'&(&4&,,  (31)

   A" = A"$%
&' exp	(ε.,"), ε.,"	~	N	(0, σ.).  (32)

The budget constraint is extended for the possibility of 
land purchases, and takes into account rent payments in fa-
vor of patient households and impatient households:

c"# + q"&(h"# − h"*+# ) + q"-(Z"# − Z"*+# ) + R"*+
b"*+#

π"
+ 

+	w"
4L"4 + w"

6L"6 + +r"4Z"*+4 + r"6Z"*+6 + I" + ξ": ≤
<=
>=
+ b"#.  

(33)

Capital flow and adjustment costs are left without chang-
es and correspond to (12) and (13). Collateral constraint is 
modified in the same manner as for impatient households. 
Entrepreneurs are allowed to secure their loans not only 
with houses, but also with land.

   R"b"$ ≤ m"π"()*q"(), h"$ + q"()/ Z"$1,  (34)

   m" = m"$%
&'exp	(ε.,"),  ε.,"	~	N	(0, σ.).  (35)

Entrepreneurs’ FOCs result in labor demand, demand 
for land, an optimal investment schedule, land-consumption, 
and housing consumption relations, reflected in Appendix F.

4.2.4. Other Agents and Equilibrium

The rest of the model was kept unchanged. Calvo pric-
ing at the retail level implies a Philips curve analogous to 
the previous one. The central money authority follows Taylor 
rule, analogous to (17).

Market clearing conditions are the same as for the initial 
model, and can be described by equations (19) – (22). The 
land market implies a fixed land supply, so I introduce an ad-
ditional condition:

  Z"# + Z"% + Z"& = Z.)   (36)

5. PARAMETERIZATION
The initial model includes 22 endogenous variables,  

23 parameters and four variables with exogenous dynamics. 
The modified model was extended for four variables (land of 
three groups of economic agents and land price) comprising 
26 endogenous variables and five markets.

I transformed all the variables from absolute values into 
the form of relative deviations, such that x t̃ denotes the per-
centage deviation of variable x from the steady state value x 
at time t. In this fashion, the initial model was log-linearized 
around a growthless steady-state with zero inflation, and re-
duced to the thirteen equations that describe the dynamics 
of the thirteen endogenous variables, and four equations 
with exogenous dynamics. The steady-states for the initial 
model can be found in Appendix G. The log-linearized ver-
sion of the initial model is reflected in Appendix H. Appendix 
I and Appendix J include steady-states and the log-linear-
ized version of the modified model.

In the process of calibration, I was largely guided by the 
works of Cooley and Prescott (1995), and Gomme and Ru-
pert (2007), who describe several approaches for parameter 
choice. Under the assumption of perfect competition on the 
input markets, input owners earn marginal products of cor-
responding factors of production. The most straightforward 
way to obtain the sought-for output shares relies on GDP 
data. Based on the Ukrainian GDP by income statistics for 
2016 provided by the State Statistics Service of Ukraine 
(UKRSTAT), and allowing the ambiguous income (mixed prof-
its) to be distributed between factor owners in the same frac-
tions as the unambiguous income, I set labor share equal 

.
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to 0.7. The marginal product of land is estimated as $200 
per hectare, and assuming 20 million hectres of farmland in 
formal production, I picked u=0.03, so capital and housing 
shares have 0.27 combined. I chose a housing share equal 
to 0.02 in accordance with Iacoviello (2005), leaving 0.25 
to capital share. The depreciation rate is determined as the 
ratio of capital depreciated to overall capital stock. I used 
the steady-state property that depreciation is equal to the 
Investment-Capital ratio, and based on the data provided 
by UKRSTAT I calculated depreciation as 13% yearly, so I 
choose δ=0.031.

According to the NBU study Grui, Lepushynskyi,  
Nikolaychuk (2018), the equilibrium interest rate for Ukraine 
is 2.5%, so I picked the discount factor for patient house-
holds as the reciprocal of the rate, which for quarterly data, 
is 0.995. Papers by Lawrance (1991) and Samwick (1997) sug-
gest that the value of the discount factors for the groups of 
interest should lie between 0.91 and 0.99, so I picked 0.94 
for impatient households. I assign η=2 to the Frisch labor 
supply elasticity, which corresponds to spending of 1/3 of 
time endowment on work. In the α parameter choice I take 
the results from Iacoviello (2010) and assign 64% of all labor 
income to patient households. The share of land rental pay-
ments received by entrepreneurs constitutes 84% of all rent-
al payments, so φ and d are 0.84 and 0.07 correspondently.

The procedure of the Taylor rule parameter calibration 
involves the regression of the interest rate on detrended 
output, inflation, and the lagged value of the interest rate. 
In the Ukrainian reality, the results obtained from such pro-
cedure could be rather questionable, as a valid estimation 
of the Taylor rule parameters can be conducted only within 
the data from the last few years. The results I obtained are 
in Table 1. The full results of the estimation can be found in 
in Table K1 (Appendix K). All the calibrated parameters are 
presented in Table K2 (Appendix K).

The rest was calibrated on the basis of steady-state ra-
tios. I chose the discount factor of entrepreneurs to match 
the investment-to-output ratio. According to both NBU and 
UKRSTAT data, investments constitute 14-15% of GDP, so the 
value of βe should be 0.94 in order to be consistent with the 
data. To maintain 0.35 (based on the NBU data) as the loans-
to-output ratio of the entrepreneurs, the loan-to-value ratio 
was chosen to be equal to 0.31. Iacoviello (2005) assumes 
that the ratio is equal to 0.89, but he suggests only commer-
cial estate as collateral. The estimates of Christensen (2007) 
and Gerali et al. (2010) are more germane, and constitute 
0.42 and 0.31 correspondently. To keep the loans-to-output 
ratio of the households equal to 0.07 (based on the NBU data) 
the weight of housing in the utility function was set at 0.05.

In estimations of the parameters of shock persistence, 
shock standard deviations, adjustment costs, and Calvo 
rigidity, I follow Ireland (2004), which is the largest New-
Keynesian model estimated with Full Information Maximum 
Likelihood. Once, the model is transformed into the state-
space representation, a likelihood function of the observed 
data can be built according to Bauer, Haltom, and Rubio-
Ramírez (2003).

As the model includes four exogenous processes, I use 
data on four endogenous variables. In the procedure, I use 
Ukrainian quarterly data 2006Q1-2016Q4 on seasonally 
adjusted, HP-detrended output and investment per capita, 
HP-detrended prices for housing, and inflation. All the time 
series are used in the form of percentage deviations from 
the long-run steady-state.

The estimation results suggest high persistence of the 
financial and housing preferences shocks (all between 
0.947and 0.980), and persistence of moderate magnitude 
of the technological shock. The estimates of σa = 0.0262 and 
σe = 0.0089 are significant, and are, as expected, lower than 
standard deviations of the financial and preference shocks.

I estimated the capital adjustment costs at the level 
of 0.625. The estimate for the Calvo stickiness parameter 
equal to 0.34 implies that firms on average firms reset prices 
each 1/(1-0.34)=1.5 quarters, which is somewhat in contrast 
with the standard 4 quarters. The results of the ML estima-
tion can be found in Table K3 (Appendix K). 

6. RESULTS
In this section I describe the results obtained from both 

models, and then proceed with an impulse response func-
tion analysis.

Since the economy in the present work is modeled as 
private and closed, the expenditure side of GDP is described 
as the sum of consumption and investment spending. The 
Investment-to-Output ratio is immutable across the models 
(as neither land nor land parameters are included in the 
equation that define the ratio) and equals 0.137 (based on 
the data provided by NBU or UKRSTAT it can be calculated 
as 0.14-0.15). The remaining part of the output is devoted to 
consumption.

Another important result is the increase of the amount of 
overall borrowing in the country. According to the WORLD-
BANK data, domestic credit constitutes 47% of GDP of 
Ukraine; similar estimates are provided by the NBU, which 
splits this amount between loans to households (7% of GDP) 
and to entrepreneurs (35%). As land reform allows land col-

 

Table 1. The Central Bank Policy Parameters

 Description Parameter Value

The Taylor rule parameter of inflation response rπ 0.5377

The Taylor rule inertia parameter rR 0.8559

The Taylor rule parameter of output response rY Insignif.
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lateralization, impatient households and entrepreneurs can 
increase their borrowing power. The new steady-state ratios 
show a dramatic increase in entrepreneurs’ borrowings and 
a moderate increase of household borrowings. The results 
are summarized in the Table 2.

Next, I examine the properties of the models with an im-
pulse response function analysis. This provides an answer to 
how the magnitude of the shock amplification will be altered 
after the changes implied by land reform. The combined 
responses of output to the technological, monetary, prefer-
ence, and loan-to value shocks of the initial and modified 
models are reflected in Figure 2.

In a New-Keynesian DSGE with collateral constraints, a 
productivity shock may result in a counterintuitive impulse 
response function. Typically, a positive technological shock 
leads to inflation waning, through a drop in the marginal 
costs of production. A decrease in the inflation level fosters 

an enlargement in the real burden of liabilities as a result of 
debt deflation. Here, financial friction comes into play. The 
increase in the real value of debt decreases the borrowing 
ability of entrepreneurs and, as result, reduces consumption, 
capital and housing. The latter serves as a mean of collat-
eral and weakens demand on the housing market, which re-
duces the price of houses and the value of collateral. Such 

Table 2. The Steady-State Ratios in the “Initial” and “Modified” Models

 Ratio Before Land Reform After Land Reform

Investment-to-Output 0.14 0.14

Borrowing-to-Output (Households) 0.08 0.10

Borrowing-to-Output (Entrepreneurs) 0.35 0.81

Figure 2. The IRFs of the Output to One Standard Deviation Before (Solid)  
and After (Dotted) Land Reform
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an amplification leads to an initially negative response to 
a technological shock. However, the estimated model for 
Ukraine cannot produce deflation of the required amplitude, 
so productivity drives output up, outweighing the conse-
quences of debt-deflation.

Monetary shock is transmitted to the real sector because 
of price stickiness. A nominal interest rate increase entails 
a hike in the real interest rate. The typical consequences of 
the traditional interest rate channel imply a redistribution of 
consumption in favor of future periods, and a drop of demand 
on all markets, including the asset market. A decrease of de-
mand on the housing market induces prices to drop, which, 
in turn, causes the tightening of the borrowing constraint. Ac-
cordingly, the lower value of the collateral available causes 
a further drop in demand, which in its turn further tightens 
collateral constraint, and the shock is amplified.

Due to its high persistence, the housing preference 
shock exerts a significant effect on the macroeconomic dy-
namics. A positive shock leads to higher demand for houses, 
which drives their prices up. This means a collateral con-
straint easing, which in turn allows a higher level of borrow-
ing. Entrepreneurs increase their capital and consumption, 
whereas households substitute consumption for houses. 
As only households are subject to the preference shock, it 
leads to a redistribution of housing wealth from entrepre-
neurs to households. As entrepreneurs get rid of houses, its 
collateral constraint starts to tighten, whereas the borrowing 
constraint of the impatient households has greater inertia: 
high demand for houses spurs house prices to rise, weaken-
ing the limitation on loans, while the redistribution of housing 
in favor of households makes this effect prolonged.

The monetary and productivity shocks in both the initial 
and modified models lead to the same dynamics. Land and 

houses behave alike, with movements in the same direction, 
and with monetary and technological shocks producing a 
negligible difference across the models. However, the picture 
differs significantly in the case of a housing preference shock. 
The latter shock creates a higher oscillation of the collateral 
price (in comparison to other considered shocks, see Figure L1 
(Appendix L) which is consistent with Liu, Wang and Zha (2013).  
As housing, as a factor of production, becomes relatively 
more expensive, optimizing behavior forces entrepreneurs 
to acquire land and sell houses, while households do the 
opposite.

The financial shock has the most apprehensible effects, 
and results in substantial differences across the models. The 
mechanism is rather straightforward: an increase of the loan-
to-value ratio fosters collateral constraint easing, which en-
hances demand on all markets. Higher demand on the hous-
ing market leads to higher house prices, which, in its turn, 
further amplifies the shocks. In the case of an LTV shock, the 
dynamics of the macroeconomic indicators are directly af-
fected by the amount of collateral. For this reason, the possi-
bility of borrowing against land creates essential differences 
in the amplification as a result of land reform. 

Moving to the historical shock decomposition, I deter-
mine to what extent each shock contributes to the overall 
output deviations from the steady-state, applying the Kal-
man Smoother algorithm. The algorithm produces smoothed 
shocks and smoothed initial values. This is the best conjunc-
ture for the shocks, given the observable endogenous vari-
ables. Appendix L depicts the smoothed shocks produced 
by the Kalman Smoother. The cumulative impact of the 
smoothed shocks on output during 2006-2016 is shown in 
Figure 3.

Figure 3. Historical Decomposition of the Output of Ukraine
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The historical decomposition of the output suggests 
that in 2009-2011 and 2013Q3-2015Q2 output was below 
its steady-state level, while between the recessions, GDP 
was slightly above its natural level with the peak occurring 
in 2013Q1. The downturn that happened in 2008 and that 
worsened during 2009 was driven by a negative TFP shock, 
accompanied by a negative housing preference shock and 
latter compounded by a loan-to-value shock that broadly in-
corporated all financial factors. As the economy is modeled 
as closed, a productivity shock may capture foreign demand 
shocks and domestic supply shocks. The deviations of out-
put between 2011 and 2015 can be assigned mainly to loan-
to value and total factor productivity shocks.

Finally, I proceed with a counterfactual experiment. 
Having obtained the historical decomposition of the out-
put, I extract the historical shocks produced by the Kalman 
Smoother (Appendix L). So, a natural question arises: “what 
would have happened with the economy if agricultural land 
was tradable and collateralizable?” In other words, I took 
the modified model (which simulates the economy when 
the moratorium is lifted) and made it subject to the series 
of shocks produced by the Kalman Smoother to obtain an 
alternative scenario (Figure 4).

The discrepancy across the scenarios is a logical con-
sequence arising from the fact that the initial and the modi-
fied models have different responses to shocks of similar 
magnitude (see Figure 2). Thus, the model after the lifting of 
the moratorium tends to amplify both output increases and 
declines caused by financial shocks, which is clearly illus-

trated by the output peak in 2008Q3. From the other side, 
the house preference shock, which significantly contributed 
to the GDP drop, mitigates the decline in the alternative sce-
nario. So, under certain conditions, land trade and land col-
lateralization can both contribute to shock amplification, and 
alleviate its consequences, depending on the nature of the 
driving force of the output deviation.

7. CONCLUSIONS
The final stage of the land reform in Ukraine entails the 

creation of the land market and the possibility of land collat-
eralization. Treating land as a regular asset improves access 
to the financial market through the relaxation of borrowing 
constraints. In the context of the observed housing market 
spillover effects, that there will be changes in business cycle 
dynamics due to land collateralization seems to be a legiti-
mate assumption.

To analyze the effect of the land reform on the business 
cycle, I extended Iacoviello (2005). Land is added to the 
framework as another factor of production, along with capital, 
labor and housing. With the aim of making a dynamic com-
parison, two models were constructed. The “Initial Model” is 

constructed such that land is distributed across economic 
agents and is not the subject to trade or collateralization. 
The “Modified Model” allows land to be traded and to bor-
rowing against its value. The models were calibrated and es-
timated with Full Information Maximum Likelihood. The main 
findings are the following:

Figure 4. Counterfactual Experiment. Actual Output (Solid) Versus Alternative (Dotted)
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• Lifting the moratorium allows land to be traded and for 
it to be used as an additional way to secure loans. If there 
are binding borrowing constraints, additional collateral leads 
to constraint easing, which increases the borrowing power 
of impatient economic agents. It has been calculated that 
the overall Credit-to-GDP ratio would double, from about 
0.45 to 0.90;

• Historical shock decomposition showed that techno-
logical and financial shocks made the biggest contribution to 
macroeconomic fluctuations; these shocks were also seen 
to be highly persistent;

• Land collateralization had a significant effect on the am-
plification magnitude in the case of a loan-to-value shock, as 
the amount of collateral affects the dynamics directly. Mon-
etary and productivity shocks caused negligible changes in 
amplification in the counterfactual economy when land re-
form was implemented;

• The counterfactual experiment suggests that the 2009 
decline could have been mitigated, as it was partially caused 

by the housing preference shocks, whereas the expansion 
that preceded the recession could have been amplified, 
since it was the result of financial shocks.

More accurate estimates would require the model to be 
augmented with elements that reflect the peculiarities of 
the Ukrainian economy. First, the introduction of the under-
ground sector, which presumably tends to weaken the credit 
cycle, is reasonable in the case of an emerging economy. 
Second, the addition of the supply side of the housing mar-
ket and growth trends similar to those of Iacoviello and Neri 
(2010) could refine model performance significantly. I antici-
pate that these two extensions would lead to a quantitative 
improvement. Overall, the main contribution of the present 
work is a conceptual assessment of the macroeconomic im-
plications of the land market’s emergence in Ukraine, with 
the focus being on credit cycle fluctuations, where tradable 
land could potentially be used as a means for extending col-
lateralized credit.
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APPENDIX А. OPTIMIZATION PROBLEM OF PATIENT HOUSEHOLDS  
IN THE INITIAL MODEL  
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APPENDIX D. OPTIMIZATION PROBLEM OF PATIENT HOUSEHOLDS  
IN THE MODIFIED MODEL  
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APPENDIX F. OPTIMIZATION PROBLEM OF ENTREPRENEURS  
IN THE MODIFIED MODEL  
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APPENDIX G. THE STEADY-STATE RATIOS OF THE FINAL MODEL
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APPENDIX H. EQUILIBRIUM DYNAMICS FOR THE INITIAL MODEL  
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APPENDIX I. THE STEADY-STATE RATIOS OF THE MODIFIED MODEL
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APPENDIX J. EQUILIBRIUM DYNAMICS FOR THE MODIFIED MODEL  
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APPENDIX K. TABLES

Table K1. Results of the Taylor Rule Estimation

 Dependent variable:

 interest

Output -0.008 
(0.074)

Interest (lagged)              0.856*** 
(0.134)

Inflation                                                  
    0.538*** 

(0.111)

Constant     
2.041 

(20.568)

Observations 17

R2                                                            0.908

Adjusted R2 0.887           

Residual Std. Error 2.166 (df = 13)

F Statistic 42.934*** (df = 3; 13)

Note: *p<0.1; **p<0.05; ***p<0.01

Table K2. Calibration

 Description Parameter Value

Patient household discount factor βp 0.995

Impatient household discount factor βi 0.980

Entrepreneur discount factor βe 0.940

Housing service utility weight j 0.050

Frisch labor supply elasticity η 2.000

Capital share μ 0.250

Land share u 0.030

Housing share v 0.020

Capital depreciation δ 0.030

Steady-state LTV ratio m 0.310

Steady-state markup X 1.100

Patient household wage share α 0.640

Patient households’ rent share d 0.070

Entrepreneurs’ rent share φ 0.840

The Taylor rule parameter of inflation response rπ 0.540

The Taylor rule inertia parameter rR 0.860

The Taylor rule parameter of output response rY 0.000
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Table K3. Estimation Results

Description Parameter Value S.E.

Persistence of the technological shock ρa 0.7719 0.1839

Persistence of the monetary shock ρe 0.1447 0.0367

Persistence of the loan-to-value shock ρm 0.9477 0.0262

Persistence of the housing preference shock ρj 0.9801 0.0092

Standard deviation of the technological shock σa 0.0262 0.0035

Standard deviation of the monetary shock σe 0.0089 0.0038

Standard deviation of the loan-to-value shock σm 2.0002 0.3738

Standard deviation of the housing preference shock σj 0.4247 0.1250

Capital adjustment costs ψ 0.6250 0.1403

Price stickiness parameter Ѳ 0.3431 0.0822
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 APPENDIX L. FIGURES

Figure L1. Asset Price Fluctuations Caused by One Standard Deviation  
of the Corresponding Shock

Figure L2. Smoothed Shocks
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Figure L3. IRFs to TFP Shock of the Initial (Solid)  
and Modified (Dashed) Models
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Figure L4. IRFs to Monetary Shock of the Initial (Solid)  
and Modified (Dashed) Models
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Figure L5. IRFs to House Preference Shock of the Initial (Solid)  
and Modified (Dashed) Models
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Figure L6. IRFs to LTV Shock of the Initial (Solid)  
and Modified (Dashed) Models
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Abstract This study, based on the quantitative content analysis, examines communicative efficiency in the Ukrainian 
banking system, i.e. shows how the tone and the readability of independent auditor reports are associated 
with a bank performance in the next financial year. The study applies a fixed-effects estimator within the re-
gression to an unbalanced panel dataset of Ukrainian banks. The tone of report variable is constructed with 
the help of Loughran and McDonald’s Financial Sentiment Word Lists, while readability is estimated using the 
FOG and Flesch-Kincaid indices. Based on estimations of 2012-2016, the readability of audit reports is found 
to have no relationship with a bank’s profitability in the next year. However, a more negative tone of auditor 
report is associated with an increase in bank’s ROA and ROE in the subsequent period. This paper concludes 
with policy implications and remarks on the practical application and execution of the findings.

JEL Codes C33, D82, E58, G21, M42

 Keywords quantitative content analysis, communicative value, asymmetric information, tone, readability, independent 
auditor report

1. INTRODUCTION1

Over the last four years, the Ukrainian banking system 
has been exposed to numerous shocks caused by political 
and economic factors. Among the political factors, the an-
nexation of Crimea and Russia’s hybrid war in the Donbas re-
gion have been the most destructive. On the economic side, 
the instability of the financial system and the population’s 

1 http://index.minfin.com.ua/bank/stat/count.php

panicked outlook for Ukraine’s economic situation have in-
troduced substantial threats to the banking system.

Since the Revolution of Dignity in 2014, the number of 
banks operating in Ukraine has halved (see Figure 1) to 88 
as of January 2018, according to the Ministry of Finance. 
Whether this constitutes a positive or negative development 
remains to be seen.

Figure 1. Number of Banks Operating in Ukraine
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A significant and sudden decrease in the number of 
banking institutions in the Ukrainian financial system is as an 
unhealthy phenomenon as the complete ignoring of legisla-
tive violations by commercial banks. According to the Law of 
Ukraine On Banks and Banking,2 a bank can be liquidated for 
numerous reasons that include a large reduction of regula-
tory capital and capital requirements, failure to comply with 
obligations to depositors and creditors, and a failure to com-
ply with instructions, decisions, or requirements of the Na-
tional Bank of Ukraine (NBU). However, many recent bank 
liquidations in Ukraine were brought about by poor manage-
ment or because the bank operated as a front (for example, 
to launder money or withdraw funds abroad).

Since all banks must be audited annually by an external 
auditor and since the number of banks operating has halved, 
several questions arise. Why have the liquidated banks not 
been removed from the banking system previously? Did the 
auditors have access to information not available to other 
economic agents? Is there a relationship between the con-
tent of the auditor report and a bank’s future performance? 
This paper is more focused on the latter question, attempting 
to address asymmetric information in the Ukrainian banking 
system through the analysis of the auditor reports commu-
nicative value.

Asymmetric information is one of the most fundamental 
frictions in economics and finance. One specific manifesta-
tion of the asymmetric information is the private knowledge 
of an auditor concerning the bank. The information obtained 
by the auditor during the investigation and review of a bank 
operations is not available to other economic agents.

The recent scandal with PricewaterhouseCoopers (PwC) 
in Ukraine is a prime example of that asymmetry: the NBU 
revoked PwC’s right to operate in the banking sector owing 
to the contents of its report on PrivatBank, an institution that 
later had to be nationalized.

Nevertheless, we cannot state with certainty that inde-
pendent auditors hide information about banks in their re-
ports. However, there are signs that this may be the case. 
For example, the audits of PrivatBank by PwC and later Ernst 
& Young (EY) differ greatly, especially the tones of each firm’s 
reports.

There main motive is to check how the actual state of 
affairs may well correlate with what auditors claim in their re-
ports basing on the main indicators of reports’ communica-
tive value: tone (a measure that identifies the “a feeling of a 
communication” from positive to negative) and readability (a 
measure that identifies whether the reader can understand 
the message delivered by the auditor) and answer the ques-
tion how the bank profitability changes in one year after re-
port publication. 

To answer that question, we form and test the following 
hypotheses:

1) H0: the tone of an independent audit report is positively 
associated with a bank’s performance in the subsequent fi-
nancial year;

2) H0: the readability of an independent audit report is 
negatively associated with a bank’s performance in the sub-
sequent financial year.

2 Source: http://zakon3.rada.gov.ua/laws/show/2121-14

This study is based on a quantitative content analysis 
of independent audit reports of Ukrainian banks. The study 
intends to provide the NBU a greater understanding and 
evidence on the communicative value of audit disclosures 
from external auditors. This study can also help Ukrainians 
choose banks and banking institutions choose auditors.

In this paper, we consider an unbalanced panel dataset 
of Ukrainian banks in 2012-2016 and apply a fixed-effects es-
timator within a panel regression. The data is from the NBU 
and bank audit reports, and contains all financial indicators 
and the full texts of the reports.

The structure of the paper is as follows: Chapter 2 re-
views the literature concerning the implementation and 
description of content analysis, explains how asymmetric 
information is characterized by the readability of reports in 
joint-stock companies, and justifies the importance of tone 
as a key measure of the communicative value of a bank’s 
audit report; Chapter 3 outlines the methodology of the 
analysis, model specification, and selection of controls and 
methodology of defining the indices for tone and readability. 
The processes of data collection and preparation and the 
descriptive statistics of the variables are discussed in Chap-
ter 4. The main empirical results and the discussion of find-
ings are presented in Chapter 5. Finally, Chapter 6 provides 
the main conclusions of the study and policy implications.

2. LITERATURE REVIEW
The central topic of this paper (the relationship between 

the communicative value of independent audit reports and 
a bank’s performance in the subsequent financial year) has 
not been studied in depth. Although no papers investigate 
the link between the tone of an auditor’s report and a bank’s 
profitability in the next financial period. Still, a few studies 
that explore some issues of the communicative value of 
firms’ disclosures are relevant and informative for the sec-
tion of the literature review.

Our study aims to provide practical evidence of the influ-
ence of the communicative value of auditor reports on a bank 
profitability, and to contribute to the existing literature about 
the quantitative content analysis in economics and finance, 
and the phenomenon of the information asymmetry in the 
banking system by an analysis of independent auditor reports.

This review of the literature is split into three parts. The 
first explores content analysis as a research approach and 
identifies its limitations. The second describes asymmetric 
information in joint-stock companies. The final group out-
lines the importance of the tone of the auditor’s reports in 
the fields of finance, economics, and audit.

2.1. Content Analysis
An approach called content analysis can be used to 

analyze written texts (books, papers), oral texts (speeches), 
iconic texts (drawings, paintings), audio-visual texts (movies, 
videos), and hypertexts (internet-based texts) manually or via 
machine Learning. The approach is used mainly to investi-
gate naturally-occurring data, so it could be considered as 
an unostentatious method for research (Insch et al., 1997; 
Harris, 2001). This method is a simple analytical approach 
and unobtrusive in the process of gathering information.
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Possible limitations of content analysis include the sam-
pling process and coding. The public availability of the 
documents used in the analysis could introduce bias in the 
estimations. Moreover, problems in a content analysis may 
emerge because of the abstraction of word groups from the 
context; when a phrase or word become isolated from other 
related parts of a text, meaning may be lost. Additionally, 
content analysis can ignore what is not said in a particular 
part of the text. As a result, significant parts of a text could 
be omitted from the analysis (Insch et al., 1997).

2.2. Asymmetric Information in Joint-Stock 
Companies

Various papers have analyzed the tone and readability 
of speeches by independent directors of joint-stock compa-
nies. Those two characteristics are considered the primary 
indicators of the quality of the communication between di-
rectors and other economic agents.

Drawing parallels, it should be noticed that both inde-
pendent directors of joint-stock companies and indepen-
dent auditors have access to non-public information of the 
institution (company and bank, respectively). Both are also 
aware of the institution’s true financial situation and the ex-
pectations of senior management, of which other economic 
agents (i.e. customers and clients) are not aware. Therefore, 
a review of the literature concerning join-stock companies 
is relevant to our study of banks (an independent director 
corresponds to an independent auditor and a shareholder 
corresponds to a bank client).

Most research on the topic of information asymmetry and 
communicative efficiency at joint-stock companies focuses 
on the assertion that an analysis of communication from di-
rectors can help stakeholders that are not engaged in the 
firm’s decision-making to understand the behavior of the firm 
(Simon, 1999). Further developing that point, directors’ dis-
closures of a firm’s internal information have a direct and sig-
nificant relationship with that firm’s profitability and earnings 
quality (Li, 2010).

Additionally, Li (2008) examined and brought into the 
financial literature the FOG Readability Index, which was 
developed by Robert Gunning in 1952. Li showed a link be-
tween an institution’s financial performance and the read-
ability of its annual report. In that paper, Li demonstrated that 
profitable firms have more readable reports than loss-making 
companies (i.e. showing a negative relationship between the 
FOG Index and profitability). Continuing that thread, Bloom-
field (2008) discussed possible explanations for that nega-
tive relationship: ontology (bad news is more complicated to 
communicate) and obfuscation (bad news is easier to hide 
behind a text that is difficult to read).

2.3. The Tone of Auditor Report
Coram et al. (2011) and Mock et al. (2009) posited that 

an audit report is the main source of information for analysts 
of a firm. Those papers showed that financial analysts value 
the unqualified opinion included in an auditor’s report. At 
the same time, recent analyses have shown that users of fi-
nancial statements often have some difficulty understanding  
audit reports, which can negatively affect the communicative 
value of auditor reports (Church et al., 2008; Gray et al., 2011; 
Coram et al., 2011; Asare and Wright, 2012; Manson and Za-
man, 2001; Hermanson et al., 1991).

Academic studies by Doogar et al. (2015) and Sikka (2009) 
showed that auditor reports do not always inform readers of 
all financial risks present during a crisis. Most of the failed 
financial institutions included in those studies received low-
qualified external audit opinions.

According to Henry (2008), the tone of an auditor’s report 
is the main measure that defines the “effect or feeling of a 
communication.” Literature in the field of finance has intro-
duced the tone of reports as an appropriate method to fur-
ther understand the impact of written texts on the behavior 
of stakeholders and investors (Antweiler and Frank, 2004;  
Tetlock, 2007; Tetlock et al., 2008; Loughran and McDonald, 
2011). Loughran and McDonald’s Negative, Positive, and Un-
certainty Word Dictionaries are widely used for calculating 
the tone of an auditor’s report: risk-related content is associ-
ated with words that show negativity and uncertainty. In our 
research paper, we also rely on Loughran and McDonald’s 
Word Dictionaries to identify the tone of auditor reports.

3. METHODOLOGY
 In this section, we outline parts of our methodology  

(the processes of securing and preparing the data are pre-
sented in the Data Description section). The methodology 
for generating the continuous variable of the tone of audit 
reports is based on:

1) Loughran and McDonald’s Dictionary of Positive and 
Negative Words for the main analysis;

2) A multilingual dictionary for a further robustness check 
of the model.

The methodology of generating the continuous variable 
of the readability of audit reports is based on:

1) The FOG Readability Index for the main analysis;

2) The Flesch-Kincaid Readability Index for a further ro-
bustness check of the model.

When the key variables are generated, we explain and 
justify the choice of control variables used in the regression 
analysis. Finally, when all the variables are ready, we apply a 
five-year panel data analysis.

3.1. Constructing the Tone and Readability 
Variables

Readability is a concept used in economics, law, linguis-
tics, medicine, and other areas. For this paper, Loughran and 
McDonald (2014) offer the most relevant definition, which 
focuses on the business context. The authors define read-
ability as “the ability of individual investors and analysts to 
assimilate valuation-relevant information from a financial 
disclosure.” Simply put, readability is the ease with which a 
reader can understand the text of an auditor report.

With no precise definition of readability, we focus on 
ways to measure it. In that vein, however, there is no consen-
sus as to the best measure. For that reason, we introduce 
the two most common approaches for readability: the Gun-
ning Fog Index (FOG) and the Flesch-Kincaid Grade Level 
(Flesch-Kincaid).
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In computational linguistics, the FOG Index is a function 
of the number of words per sentence plus the percentage 
of complex words. The sum is then multiplied by a constant 
(0.4) to approximate the years of education required to un-
derstand a text fragment. The FOG Index is calculated as 
follows:

𝐹𝐹𝐹𝐹𝐹𝐹 = 0.4 × )
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛	𝑜𝑜𝑜𝑜	𝑤𝑤𝑜𝑜𝑛𝑛𝑤𝑤𝑤𝑤

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛	𝑜𝑜𝑜𝑜	𝑤𝑤𝑛𝑛𝑛𝑛𝑠𝑠𝑛𝑛𝑛𝑛𝑠𝑠𝑛𝑛𝑤𝑤8 + 

+40 × )
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛	𝑜𝑜𝑜𝑜	𝑤𝑤𝑜𝑜𝑛𝑛𝑤𝑤𝑤𝑤	𝑤𝑤𝑤𝑤𝑠𝑠ℎ	𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛	𝑠𝑠ℎ𝑎𝑎𝑛𝑛	𝑠𝑠𝑤𝑤𝑜𝑜	𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑛𝑛𝑠𝑠𝑛𝑛𝑤𝑤

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛	𝑜𝑜𝑜𝑜	𝑤𝑤𝑜𝑜𝑛𝑛𝑤𝑤𝑤𝑤 8 

The Flesch-Kincaid Grade Level is a function of the num-
ber of words per sentence and the proportion of complex 
words in an auditor’s report. The index reflects the difficulty 
in understanding a passage in the English language based 
on word and sentence length. The Flesch-Kincaid Grade 
Level is calculated as follows:

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹ℎ − 𝐾𝐾𝐾𝐾𝐾𝐾𝐹𝐹𝐾𝐾𝐾𝐾𝐾𝐾 = 0.39 × 3
𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝐹𝐹𝑛𝑛	𝑜𝑜𝑜𝑜	𝑤𝑤𝑜𝑜𝑛𝑛𝐾𝐾𝐹𝐹

𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝐹𝐹𝑛𝑛	𝑜𝑜𝑜𝑜	𝐹𝐹𝐹𝐹𝐾𝐾𝑠𝑠𝐹𝐹𝐾𝐾𝐹𝐹𝐹𝐹𝐹𝐹= + 

+11.8 × 3
𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝐹𝐹𝑛𝑛	𝑜𝑜𝑜𝑜	𝐹𝐹𝑠𝑠𝐹𝐹𝐹𝐹𝐾𝐾𝑛𝑛𝐹𝐹𝐹𝐹𝐹𝐹
𝐾𝐾𝑛𝑛𝑛𝑛𝑛𝑛𝐹𝐹𝑛𝑛	𝑜𝑜𝑜𝑜	𝑤𝑤𝑜𝑜𝑛𝑛𝐾𝐾𝐹𝐹 = − 15.59 

We calculate the tone of reports using a dictionary-
based approach, which matches word sentiment. We first 
segment positive and negative words using Loughran and  
McDonald’s Financial Sentiment Word Lists (a specialized  
dictionary frequently used in economics, accounting and  
finance) and the multilingual dictionary of positive and nega-
tive words (a review of words from a multilingual dictionary). 
Then, using econometric software, we identify the number of 
positive and negative words in a report. Finally, we calculate 
the tone of every report using the formula below:

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑇𝑇𝑛𝑛 𝑇𝑇𝑜𝑜 𝑝𝑝𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇 𝑤𝑤𝑇𝑇𝑛𝑛𝑤𝑤𝑝𝑝 −  𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑇𝑇𝑛𝑛 𝑇𝑇𝑜𝑜 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇 𝑤𝑤𝑇𝑇𝑛𝑛𝑤𝑤𝑝𝑝
𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑇𝑇𝑛𝑛 𝑇𝑇𝑜𝑜 𝑝𝑝𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇 𝑤𝑤𝑇𝑇𝑛𝑛𝑤𝑤𝑝𝑝 +  𝑇𝑇𝑛𝑛𝑛𝑛𝑛𝑛𝑇𝑇𝑛𝑛 𝑇𝑇𝑜𝑜 𝑇𝑇𝑇𝑇𝑛𝑛𝑛𝑛𝑝𝑝𝑝𝑝𝑝𝑝𝑇𝑇 𝑤𝑤𝑇𝑇𝑛𝑛𝑤𝑤𝑝𝑝 

 

After constructing core regressors, we can choose the 
variables that will help us clarify the relationship between a 
report’s communicative value and a bank’s profitability in the 
subsequent period.

3.2. Selection of Control Variables
In selecting control variables, we considered studies 

that investigate the factors that influence a bank’s profitabil-
ity. Arellano and Bond (1991) show that the use of a loga-
rithmic transformation of total assets is an effective tool for 
capturing bank size. Later, a number of academic papers 
identified a positive significant relationship between bank 
size and profitability (Kosmidou, 2008; Flamini et al., 2009;  
Pervan and Pervan, 2010; Adusei, 2015; Pervan et al., 2015). 
That result leads us to conclude that banks should use their 
size to generate cost advantages and increase efficiencies, 
thus increasing profitability. On the other hand, in their study 
using the Random Effects model, Naceur and Goaied (2008) 
found that a bank’s size is negatively correlated with profit-
ability. This inverse relationship could be the result of dis-
economies of scale that often occur in large banking insti-
tutions (Kosak and Cok, 2008). Additionally, while studying 
the profitability of Chinese banks, Heffernan and Fu (2008) 

used system GMM and found that the size of a bank has no 
significant relationship with financial performance.

Liquidity is an important factor that influences bank prof-
itability: a bank’s ability to fund asset increases and manage 
decreases in liabilities is material. Bourke (1989) showed a 
positive relationship between profitability and liquidity as 
credits to firms and households are riskier (and have higher 
expected returns) than, for example, government bonds. On 
the other hand, Eichengreen and Gibson (2001) considered 
that a bank’s higher profitability may be explained by a lower 
amount of funds allocated to liquid investments.

In terms of cost management practices at banks,  
studies show a negative relationship between profitabil-
ity and operating expenses, or that a bank’s profitability 
grows as expenses decrease (Bourke, 1989). Nevertheless,  
Molyneux and Thornton (1992) showed a positive relation-
ship between the two variables, suggesting that greater 
profitability leads to larger payroll expenditures on more 
productive personnel.

3.3. Model Specification
To estimate the relationship between tone and readabil-

ity and a bank’s future-year earnings, we formulate the fol-
lowing hypotheses:

1) H0: the tone of an independent audit report is posi-
tively associated with a bank’s performance in the subse-
quent financial year;

2) H0: the readability of an independent audit report is 
negatively associated with a bank’s performance in the sub-
sequent financial year.

We focus our research on the relationship between a 
bank’s performance and lagged values of report readability 
and tone. This is logical because independent audit reports 
are published in March or April of the next year.

For further research we use the following model:

𝐵𝐵𝐵𝐵𝐵𝐵𝑘𝑘	𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐵𝐵𝐵𝐵𝑃𝑃𝑃𝑃-,/ = 𝛽𝛽2	+𝛽𝛽4 × 𝑇𝑇𝑃𝑃𝐵𝐵𝑃𝑃-,/74 +	

+	𝛽𝛽8 × 𝑅𝑅𝑃𝑃𝐵𝐵𝑅𝑅𝐵𝐵𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅-,/74 + 𝛽𝛽@ × 𝐶𝐶𝑃𝑃𝐵𝐵𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝐶𝐶-./74 +	

+	𝛽𝛽D × 𝐷𝐷𝐷𝐷𝑃𝑃𝑃𝑃𝑅𝑅𝑃𝑃𝐶𝐶-./74 + 𝜀𝜀-,/  

 where: : 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐵𝐵𝐵𝐵𝑃𝑃𝑃𝑃𝑖𝑖,𝑡𝑡  is measured as:

1) ROA (Net income after tax/Total Assets) in bank i at 
year t;

2) ROE (Net income after tax/Total Equity) in bank i at 
year t.

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖,𝑡𝑡−1  is the tone of the independent audit report in 
bank i at year t-1. We generate the tone for each audit re-
port using the “quanteda” package in R econometric soft-
ware and domain-specific word dictionaries: Loughran and 
McDonald’s Financial Sentiment Word Lists and the multi-
lingual dictionary of positive and negative words. This is a 
continuous variable, ranged from -1 (negative) to 1 (positive) 
and mean 0 as the neutral view.

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖,𝑡𝑡−1  is a readability index measured by the 
FOG Index and Flesch-Kincaid Index. This is a continuous 
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variable as well; the higher the index value, the more difficult 
it is to read an auditor report.

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖,𝑡𝑡−1  are control variables of the bank: log(total 
assets) indicate bank size, log(operating expense) help ex-
plain cost management, and the Cash/Total Liabilities ratio 
presents the amount of the most liquid funds for covering 
liabilities. These profitability determinants are widely used 
as control variables of ROA and ROE and were examined in 
the previous section.

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖,𝑡𝑡−1  are dummy variables: Time (2012-2016 
years), Auditor (whether an audit was conducted by a Big 
Four firm), Solvency (whether a bank is solvent or insolvent), 
Ownership (identifies banks with state participation/banks 
belonging to foreign banking groups/banks belonging to 
Ukrainian banking groups) in bank i at year t-1.

4. DATA DESCRIPTION
In this study, we use a five-year unbalanced panel da-

taset of Ukrainian banks. The data used is publicly avail-
able and obtained from the NBU and the annual reports of  
operating, liquidated, and closed Ukrainian banks from 
2012 to 2016. On the financial side, for assets, we used cash 
and equivalents, loans and receivables from entities and in-
dividuals, and total assets; for liabilities, we used amounts 
due to banks, amounts due to entities, amounts due to in-
dividuals, and total liabilities; for equity, we used authorized 
capital, retained earnings, and total equity. To conduct the 
quantitative content analysis and shed a light on the issue 
of communicative efficiency of auditor reports in Ukraine, 
we use 514 independent auditor reports from the websites 
of Ukrainian banks.

4.1. Data Collection
Before estimating the report tone, the appropriate data 

must be collected and prepared. The data must be prepared 
to create a variable that will describe the tone of a report  
using sentiment analysis. First, we classified banks using their 
MFO Code. Then, we identified each bank’s operating status 
(operating, liquidated, closed) using data from Ukraine’s Min-
istry of Finance. We then sourced auditors’ annual reports 
from the annual reports of banks and eliminated unneces-

sary parts of the reports. Since most banks disclose in PDF 
format, we then translate those files to Text format (.txt) to be 
analyzed using econometric software. Under Ukrainian law, 
annual reports must be published in the Ukrainian language, 
so we then translated the auditor reports into English.

The documents were translated using the Python pro-
gramming language using Yandex Translator API. We used 
this translation method on all 514 auditor reports, taking into 
account Yandex’s limitations on the free usage of API. We 
imported the required libraries and created a loop to read 
through all the files. To translate using Python, each text 
file must be opened, read, saved as a string variable. We 
then split the text into sections no larger than 3,000 sym-
bols (owing to Yandex’s API free-usage limitations) and cre-
ated a new text file into which we stored the translated text. 
We then created a loop to translate each part of the split 
text separately and appended the translated sections into a 
newly created text file.

4.2. Data Preparation
Using the newly created text files, we create a column of 

string variables with the texts of the audit reports. We then 
sub-string the year and the bank’s MFO from the file name to 
get two additional variables.

To analyze the data, we needed to create a monolingual 
corpus – a large set of texts containing all the independent 
audit reports from Ukrainian banks over the last five years. 
The main characteristics of that body are the number of 
types, tokens, and sentences.

The next step is to create a document-feature matrix af-
ter all the features are abstracted from the text corpus. Cre-
ating this type of matrix is important because it significantly 
simplifies the process of sentiment analysis. After creating 
the document-feature matrix, we scrubbed the text of the 
report by removing punctuation and all numbers and words 
like “the”, “of”, “and”, “in”, “to”, “on”, “for”, “with”, “by”, “is”, 
“as”, “a”, “that”, “at”, “which” etc.

After scrubbing the documents, we built a word cloud 
(see Figure 2) to show the most frequently used words.

Figure 2. The 50 Most Frequently Used Words in Audit Reports
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4.3. Demonstration of Zipf’s Law
Zipf’s Law states that in a large sample of words, the fre-

quency of any word is inversely proportional to its rank in the 
frequency table. In other words, the most frequently used 
word will occur approximately twice as often as the second 
most used word, three times as often as the third most used 
word, and so on. We test Zipf’s Law in our study by plotting 
the data on a log-log graph, where the axes are log (rank 
order) and log (word frequency). As shown in Figure 3 below, 
our text data reflects a linear distribution, confirming Zipf’s 
Law for our 100 most used words.

4.4. The Lexical Diversity of Reports
The lexical diversity of texts is also known as a Type-To-

ken Ratio. This term is equivalent to the lexical richness and 
is calculated as a ratio of the different unique word stems to 
the total number of words in the auditor reports.

Type-Token Ratios for the audit reports of Ukrainian 
banks in 2012-2016 cluster near 4-5% (see Figure 4). That 
means that every twentieth or twenty-fifth word in the report 
is new, which is normal considering the sizes of the docu-
ments and the repetitive financial lexicon.

4.5. Descriptive Statistics of Financials  
Let consider the statistics of key variables from the dataset 

we use. Since bank performance is a dependent variable, we 
need to know financial indicators that can be used to construct 
the dependent variable. If we choose ROA (return on assets) 
or ROE (return on equity) as a dependent variable, we should 
consider such financial indicators as total assets, total equity, 
and net income. ROA we obtain by dividing net income by total 
assets, ROE — by dividing net income by total equity. These 
ratios are used by the Central Banks of developed countries 
as well as by the NBU as the most appropriate ones that de-
scribe bank financial performance (see Table 1).

Figure 3. Frequency-Rank Graph

Figure 4. Type-Token Ratio
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Using this dataset comprised of bank financials and the 
newly created variables, we run a regression to explain 
changes in a bank’s profitability in the year after the publi-
cation of a report. See Appendix A for detailed descriptive 
statistics of the financial indicators of banks.

5. EMPIRICAL RESULTS
The results are estimated using the fixed-effects estima-

tor within the panel regression, where the panel variable is 
the bank’s MFO sort code and year is the time variable. The 
results for ROA are presented in Table 2.

The regression was built with controls that are widely used 
by economists in studies that estimate bank profitability. We 
control our regression for bank size (expressed as a lagged 
value of the logarithm of Total Assets), cost management (ex-
pressed as a lagged value of the logarithm of a bank’s Operat-
ing Expenses), the adequacy of most liquid funds that could 
be used to cover liabilities (expressed as a lagged value of the 
Cash-to-Total Liabilities ratio). All these control variables fit the 
model, and we explore them in detail below.

Bank size matters since the amount of assets is statisti-
cally significant at the 10% significance level. The relation-

 

Table 1. Descriptive Statistics of Financial Indicators for Banks

Variable Obs Mean Std. Dev. Min Max

Total_Assets 718 8,648,717 25,454,958 81,341 264,886,279

Total_Equity 718 1,014,867 2,894,417 -12,269,344 27,487,223

Net_Income 718 -51,293 5,126,298 -135,309,076 8,781,142

Total_Liabilities 718 7,633,850 23,130,762 1 237,399,056

Cash 718 1,092,439 3,544,165 29 410,482,098

Oper_exp 711 200,037 683,106 1,235 9,287,553

 

Table 2. Estimation Results for ROA

Original model
Model with added  

cross-terms

Lagged Tone (ML)
-0.066*   
(0.039)

-0.060** 
(0.028)

Lagged Readability (FOG)
-0.001 
(0.002)

-0.001 
(0.001)

Lagged Tone*Auditor
0.029 
(0.026)

Lagged Tone*Bank status
0.060 
(0.078)

Lagged Tone*Ownership
-0.025 
(0.048)

Lagged Tone*Auditor*Status
-0.188** 
(0.075)

Lagged log (Total Assets)
0.027* 
(0.016)

0.001*** 
(0.000)

Lagged Cash Ratio
0.001*** 
(0.000)

0.001*** 
(0.000)

Lagged log (Operating Expenses)
-0.033*** 

(0.011)
-0.033*** 

(0.011)

Constant term
-0.046 
(0.192)

-0.059 
(0.198)

Sample size 
Adjusted R2

391 
0.133

385 
0.151

Note: Additional controls for this regression are dummies for auditor type (Big Four/other), bank status (solvent/
insolvent), ownership (with foreign capital/with Ukrainian capital). The base auditor type is “other”, the base bank status 
is “solvent”, the base ownership status is “with Ukrainian capital”; * if p-value < 0.1, ** if p-value < 0.05, *** p < 0.01.
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ship is positive, which is logical: larger banks frequently 
have higher returns since they are better organized, more 
efficient, and enjoy economies of scale. According to the re-
sults of the regression, holding all other variables constant, 
on average, a 100% increase in a bank’s assets is associated 
with a 0.03 increase in ROA in the one-year period.

The Cash-to-Total Liabilities ratio is found to be positively 
correlated with ROA. From a theoretical point of view, the re-
lationship between extra cash and profitability is ambiguous. 
On one hand, profitable banks should have adequate cash 
and equivalents to handle a significant decrease in liabilities. 
On the other hand, the more liquidity a bank has, the less 
risky these funds are, which yields lower returns. The results 
of the regression show that the positive relationship holds 
at a highly significant level (p<0.01). However, the coefficient 
before this variable influences the model imperceptibly be-
cause it is mathematically insignificant, which may be caused 
by the occurrence of both the factors discussed above.

The results of the regression show a highly statistically 
significant (p<0.01) negative association between operating 
expenditures and profitability. Holding all other variables 
constant, on average, a 10% increase in operating expen-
ditures is associated with a 0.003 decrease in ROA in the 
subsequent year. Other academic studies have also found 
a positive relationship, so the relationship is inconclusive. 
Generally, the literature posits that a reduction in operating 
expenditures improves profitability and vice versa (greater 
current spending reduces future returns). However, a posi-
tive relationship is also possible if profits are directed to 
more productive personnel. In our study, we believe the 
negative relationship between operating expenditures and 

profitability is rather a product of poor cost management at 
Ukrainian banks.

In terms of the explanatory variables, the results of the 
regression show a negative relationship between the tone 
of auditor reports and profitability, while the relationship be-
tween readability and profitability is found to be insignificant.

The readability (complexity) of reports has no definite re-
lationship with ROA in one year due to the low communica-
tive efficiency of reports, even though a review of the litera-
ture does show a negative relationship between readability 
and profitability (in other words, more profitable firms have 
more readable reports).

The tone of reports is found to be significantly (0.1 sig-
nificance level) negatively associated with next-period ROA, 
meaning that a worse report tone is associated with better 
returns in the next year.

When we subdivide the sample of banks by adding inter-
action terms based on the auditor (Big Four/other), bank sta-
tus (solvent/insolvent), and ownership (with foreign capital/
with Ukrainian capital), the coefficient before the tone of the 
audit report becomes significant at a 5% significance level. 
However, adding interaction terms does not imply that the 
effect of the tone of the audit report for these groups sta-
tistically differs from the effect on the ROA of other groups.  
Nevertheless, the difference in effects is statistically signifi-
cant when we choose a bank with Ukrainian capital audited 
not by a Big Four auditor: the tone of the reports for these 
banks is, on average, worse.

 Results for ROE are presented in Table 3.

 

Table 3. Estimation Results for ROE

Original model
Model with added  

cross-terms

Lagged Tone (ML)
-1.531* 
(0.779)

-1.476* 
(0.766)

Lagged Readability (FOG)
-0.020 
(0.018)

-0.008 
(0.018)

Lagged Tone*Auditor
0.621 

(0.484)

Lagged Tone*Bank status
-1.952 
(3.836)

Lagged Tone*Auditor*Status
-1.753 
(1.277)

Lagged log (Total Assets)
-0.116 

(0.283)
(-0.054 
(0.248)

Lagged Cash Ratio
0.001** 
(0.000)

0.002 
(0.002)

Lagged log (Operating Expenses)
-0.296*** 

(0.105)
-0.304*** 

(0.103)

Constant term
4.302 
(3.983)

3.084 
(3.256)

Sample size 
Adjusted R2

391 
0.05

389 
0.06

Notes: Additional controls for this regression are dummies for auditor type (Big Four/other), bank status (solvent/
insolvent), ownership (with foreign capital/with Ukrainian capital). The base auditor type is “other”, the base bank status 
is “solvent”, the base ownership status is “with Ukrainian capital”; * if p-value < 0.1, ** if p-value < 0.05, *** p < 0.01.
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As with ROA, the ROE regression is controlled for bank 
size (expressed as a lagged value of the logarithm of Total 
Assets), cost management (expressed as a lagged value of 
the logarithm of operating expenses), the adequacy of the 
most liquid funds that can be used to cover liabilities (ex-
pressed as a lagged value of the Cash-to-Total Liabilities 
ratio).

The amount of assets is statistically insignificant; ROE is 
found to be independent of bank size.

The Cash-to-Total Liabilities ratio is found to be positive-
ly correlated with ROE; greater Cash and Cash Equivalents 
relative to Total Liabilities result in higher ROE in the next 
year. However, the coefficient before this variable influences 
our model imperceptibly because it is mathematically insig-
nificant, even though it is highly significant (p<0.01). This is 
explained by the fact that profitable banks should have ade-
quate amount of Cash and Equivalents to handle a decrease 
in liabilities. However, greater liquidity equals lower risk and 
lower returns.

We find a highly statistically significant (p<0.01) negative 
association between operating expenditures and profitabil-
ity. Holding all other variables constant, on average, a 10% 
increase in operating expenditures is associated with a 0.03 
decrease in ROE in the next year.

The readability of reports shows no association with 
next-period ROE, meaning that the complexity of a report 
does not impact profitability, even though a review of the 
literature does show a negative relationship between read-
ability and profitability.

The main finding is that the tone of the report is found to 
be marginally significant (0.05 significance level) and nega-
tively associated with ROE in the next period. This means 
that a worse tone of auditor report is associated with better 
returns in the next financial year.

When we subdivide the sample of banks by adding in-
teraction terms based on the auditor (Big Four/other), bank 
status (solvent/insolvent), and ownership (with foreign capi-
tal/with Ukrainian capital), the coefficient before the tone 
remains marginally significant at a 5% significance level. 
However, adding interaction terms does not imply that the 
effect of the tone of the auditor report for these groups dif-
fers statistically from the effect on ROE for the other groups 
of banks.

To check if tone and readability variables are constructed 
correctly, we conduct the validation test. Since some bank-
ing institutions (Industrialbank, Citi, KredoBank, BTA Bank, 
Creditwest Bank, Bank Vostok etc.) publish their reports 
both in Ukrainian and English, we check how coefficients for 
tone and readability indices may well correlate for translated 
from Ukrainian into English reports and reports published 
initially in English with the help of Student’s t-test. During the 
test, we find that the results are valid due to extremely low  
P-values obtained from two-tail t-test: 0.006 and 0.001 for 
tone and readability, respectively. In other words, we reject 
the hypotheses that both tone and readability samples of 
coefficients statistically differ for translated and originally 
English reports.

 

Table 4. Tests of the Robustness of Regressors for ROA

Original model (Loughran 
and McDonald’s dictionary, 

FOG Index)

Tone identified  
using the Multilingual 

dictionary

Readability calculated  
using Flesch-Kincaid  

Index

Lagged Tone (ML)
-0.066* 
(0.039)

-0.067*   
(0.039)

Lagged Readability (FOG)
-0.001 
(0.002)

0.000 
(0.002)

Lagged log (Total Assets)
0.027* 
(0.016)

0.027* 
(0.016)

0.026 
(0.016)

Lagged Cash Ratio
0.001*** 
(0.000)

0.001*** 
(0.000)

0.001*** 
(0.000)

Lagged log (Operating Expenses)
-0.033*** 

(0.011)
-0.034*** 

(0.011)
-0.033*** 

(0.011)

Lagged Tone (Multilingual)
-0.049 
(0.033)

Lagged Readability (FK)
-0.001 
(0.002)

Constant term
-0.046 
(0.192)

0.004 
(0.194)

-0.055 
(0.191)

Sample size 
Adjusted R2

391 
0.133

391 
0.126

391 
0.133

Notes: * if p-value < 0.1, ** if p-value < 0.05, *** p < 0.01.
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We conduct a Hausman test for the fixed versus ran-
dom effects model and find that the fixed-effects model is 
appropriate in the case of the unbalanced panel dataset of 
Ukrainian banks (i.e. we reject the null hypothesis that ran-
dom effects is the preferred model). The Wald test identi-
fies the presence of heteroscedasticity, but since this is a 
common issue, we mitigate it using robust standard errors. 
After testing the main two independent variables (tone and 
readability) on the multicollinearity, we find an absence of 
intercorrelations or inter-associations, meaning the issue will 
not adversely affect the results of the regression. Finally, the 
Durbin-Wu-Hausman test for endogeneity shows no corre-
lation between the independent variable and the residual 
term, meaning we correctly identified the style of our model 
and we can expect an absence of endogeneity bias in the 
regression results.

5.1. Tests of the Robustness of the 
Regressors

We examined the validity of our core regressors, report 
tone and readability, by substituting:

1) Tone of the report estimated using the Loughran and 
McDonald’s Dictionary of Positive and Negative Words with 
tone as calculated with the help of a multilingual dictionary 
of positive and negative words;

2) The readability of the FOG Index with the Flesch-Kin-
caid Readability Index.

When testing both regressors for the model with ROA as 
the dependent variable, the control variables, lagged loga-
rithm of Total Assets and Cash/Total Liabilities, are found 
to hold their signs and significance levels when testing the 
tone. The same result is observed when checking for read-
ability. Also, while testing readability, the lagged logarithm 
of Total Assets remains marginally significant, as previously. 
Meanwhile, the coefficient of the lagged logarithm of operat-
ing expenses slightly increases without a change in sign and 
significance when altering the tone of the report.

The robustness test for the model with ROE as the de-
pendent variable reflects the same general pattern as the 
ROA test, with some differences in controls. For instance, 
the lagged logarithm of Total Assets remains insignificant for 
both tests of tone and readability and remains negative. The 
lagged logarithm of operating expenses holds its sign and 
significance level when testing for readability and tone, but 
changes slightly in magnitude when testing for tone. More-
over, changing the method of calculating tone decreases the 
significance of the cash ratio and makes it insignificant at 
more than 90% confidence level.

One of the core regressors, readability, is insignificant 
and negatively correlated with ROA and ROE in all tests. The 
other main independent variable, tone, is found to be insig-
nificant (p=0.14) in testing, however, it holds its sign and the 
level of significance when testing readability.

Tables 4 and 5 below show the detailed results of the 
test of the robustness of the regressors for ROA and ROE.

 

Table 5. Tests of the Robustness of Regressors for ROE

Original model (Loughran 
and McDonald’s dictionary, 

FOG Index)

Tone identified  
using the Multilingual 

dictionary

Readability calculated  
using Flesch-Kincaid  

Index

Lagged Tone (ML)
-1.531* 
(0.779)

-1.528*   
(0.778)

Lagged Readability (FOG)
-0.019 
(0.018)

-0.014 
(0.019)

Lagged log (Total Assets)
-0.116 

(0.283)
-0.111 

(0.283)
-0.117 

(0.282)

Lagged Cash Ratio
0.001** 
(0.000)

0.001 
(0.000)

0.001**  
(0.000)

Lagged log (Operating Expenses)
-0.296*** 

(0.105)
-0.311*** 
(0.109)

-0.296*** 
(0.105)

Lagged Tone (Multilingual)
-0.234 
(0.331)

Lagged Readability (FK)
-0.020 
(0.019)

Constant term
4.302 
(3.983)

5.296 
(4.461)

4.211 
(3.967)

Sample size 
Adjusted R2

391 
0.038

391 
0.013

391 
0.038

Notes: * if p-value < 0.1, ** if p-value < 0.05, *** p < 0.01.
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6. CONCLUSIONS
In our study, we apply a quantitative content analysis to 

independent audit reports of Ukrainian banks to identify the 
relationship between the tone of the reports and the bank’s 
profitability in the subsequent year. The data have been 
sourced from the NBU and the annual audit reports of Ukrai-
nian banks from 2012 to 2016. The final dataset consists of 
financial data from those same sources, as well as of newly 
created variables that embody the communicative value 
of auditor reports through readability and tone. We built a 
fixed-effects model within a panel regression to test the rela-
tionship between audit report readability and tone and bank 
performance in the next financial period.

The readability of financial reports is widely used in the 
literature as a determinant of the performance of financial 
institutions. However, no quantitative content analyses have 
been conducted for Ukraine’s banking system. Moreover, 
incorporating the tone of audit reports is unique and has 
not been studied before. Thus, the research sufficiently 
contributes to the existing literature and provides practical 
evidence that helps understand the influence of the commu-
nicative value of the reports on bank profitability.

We have observed that both readability indices (the FOG 
Index and the Flesch-Kincaid Index) have increased slightly 
over time. This trend reflects a worsening of readability, or 
that reports are becoming more complicated to read as sen-
tences increase in length and more sophisticated financial 
terms are used. According to the literature, this decreases 
the communicative value of reports, which is associated with 
a lower ROA. However, our study of the Ukrainian banking 
system suggests that the change in readability has not had a 
significant impact on the performance of banks.

This study also finds that the tone of audit reports has gen-
erally remained steady over time, judging by the Loughran 
and McDonald’s Dictionary of Positive and Negative Words. 
On the other hand, an ordinary multilingual dictionary of 
positive and negative words does show that, on average, the 
tone of reports written in 2014 and 2015 is much lower than 
before that period (2012) or after (2016). That difference may 
be the result of the difficult conditions on Ukrainian financial 
markets and the liquidation of 63 banks during that period.

In the result of our research, we reject at the 10% signifi-
cance level the initial hypothesis that posits that the tone of 
independent auditor reports is positively associated with ROA 
in the next financial period; the relationship is found to be 
negative. Tone is found to be marginally significant at the 0.05 
significance level and negatively correlated with ROE in the 
next period, meaning that a worse tone in a report is associ-
ated with better returns in the next financial year. For both 
ROA and ROE, we reject the null hypothesis that readability 
has a negative correlation with bank performance in the sub-
sequent financial year; our study found no relationship.

Thus, we conclude that Ukrainian banks internalize the 
information in auditor reports when considering a change 
in policies related to key financial indicators. Since inde-
pendent auditor reports are usually made public in March 
or April, a bank’s management has almost nine months until 
the next auditor report. This is an adequate amount of time 
to revise policies and fine-tune the direction of development 
efforts if the tone has proven negative.

Despite appropriate econometric specification, our mod-
el has limitations stemming from Ukraine’s financial environ-
ment. For instance, in Ukraine, banks have more power than 
auditors, which creates a serious obstacle for the actual in-
dependence of auditors in the preparation of reports. 

Since the tone of reports is found to be a significant fac-
tor in determining the profitability of banks in Ukraine, this 
paper aims to bring more attention to independent auditor 
reports in Ukraine. An increase in the importance of the re-
ports can benefit key stakeholders within Ukraine, like the 
NBU, auditors, commercial banks, and bank clients (individu-
als and legal entities), international financial organizations, 
and Ukrainians in general.

Tone can also become an additional indicator for the 
NBU of the improper functioning of both the auditor and the 
bank being audited. If a report’s tone were to differ substan-
tially from the findings of the NBU’s Department of Bank Su-
pervision, the Committee on Bank Audit should examine the 
case and rule on both economic agents. A deterioration in 
tone from year to year would also be reason to further inves-
tigate the activity of a bank.

An increase in the importance of the tone of auditor re-
ports would potentially increase the responsibility of audi-
tors, while the adoption of proper regulations would empow-
er auditors and eliminate the influence banks can impose on 
the conclusions of auditors. That would make audit reports a 
reliable source for international organizations to rank Ukrai-
nian banks. Transparency and profitability can help banks 
attract funding at lower rates on international markets. More 
accessible and meaningful auditor reports would simplify 
their usage by bank clients, which would help develop their 
financial maturity.

This study contributes to the existing financial, econom-
ic, and audit literature on the determinants of bank profitabil-
ity, quantitative content analysis, and the topic of asymmetric 
information in the banking system through an analysis of the 
communicative value of independent auditor reports. This 
study identifies areas for further investigations, especially 
the link between the negative tone of reports and violations 
of banking legislation by Ukrainian banks.



41

O. Sukhomlyn / Visnyk of the National Bank of Ukraine, No. 245, 2018,  pp.  30–44

REFERENCES
• Adusei M. (2015). Bank Profitability: Insights From the 

Rural Banking Industry in Ghana. Cogent Economics & 
Finance, Vol. 3, No. 1: 1078270. https://doi.org/10.1080/233
22039.2015.1078270

• Antweiler W., Frank M. (2004). Is All That Talk Just 
Noise? The Information Content of Internet Stock Message 
Boards. Journal of Finance, Vol. 59, No. 3, pp. 1259–1294. 
https://doi.org/10.1111/j.1540-6261.2004.00662.x

• Arellano M., Bond S. (1991). Some Tests of Specification 
for Panel Data: Monte Carlo Evidence and an Application to 
Employment Equations. TheRreview of Economic Studies, 
Vol. 58, No. 2, pp. 277-297. https://doi.org/10.2307/2297968

• Asare S. K., Wright A. M. (2012). Investors’, Auditors’, 
and Lenders’ Understanding of the Message Conveyed 
by the Standard Audit Report on the Financial Statements. 
Accounting Horizons, Vol. 26, No. 2, pp. 193–217. https://doi.
org/10.2308/acch-50138

• Bloomfield R. (2008). Discussion of “Annual Report 
Readability, Current Earnings, and Earnings Persistence”. 
Journal of Accounting and Economics, Vol. 45, No. 2-3,  
pp. 248-252. https://doi.org/10.1016/j.jacceco.2008.04.002

• Bourke P. (1989). Concentration and Other Determinants 
of Bank Profitability in Europe, North America and Australia. 
Journal of Banking & Finance, Vol. 13, No. 1, pp. 65-79.

• Church B. K., Shawn M. D, McCracken S. A. (2008). 
The Auditor’s Reporting Model: A Literature Overview and 
Research Synthesis. Accounting Horizons, Vol. 22, No. 1,  
pp. 69-90. https://doi.org/10.2308/acch.2008.22.1.69

• Coram P. J., Mock T.J, Turner J. L, Gray G. L. (2011). The 
Communicative Value of the Auditor’s Report. Australian 
Accounting Review, Vol. 21, No. 3, pp. 235-252. https://doi.
org/10.1111/j.1835-2561.2011.00140.x

• Doogar R., Rowe S. P, Sivadasan P. (2015). Asleep at 
the Wheel (Again)? Bank Audits During the Lead-Up to the 
Financial Crisis. Contemporary Accounting Research, Vol. 32, 
No. 1, pp. 358-391. https://doi.org/10.1111/1911-3846.12101

• Eichengreen B., Gibson H. (2001). Greek Banking at 
the Dawn of the New Millennium. CEPR Discussion Paper,  
No. 2791.

• Fakhfakh M. (2015). The readability of international 
illustration of auditor's report: An advanced reflection 
on the compromise between normative principles and 
linguistic requirements. Journal of Economics, Finance and 
Administrative Science, Vol. 20, No. 38, pp. 21-29. https://
doi.org/10.1016/j.jefas.2015.02.001

• Flamini V., McDonald C., Schumacher L. (2009). The 
Determinants of Commercial Bank Profitability in Sub-Saharan 
Africa. Working Paper, No. 9-15, International Monetary Fund.

• Gray G. L., Turner J. L., Coram P. J., Mock T. J. (2011). 
Perceptions and misperceptions regarding the unqualified 
auditor’s report by financial statement preparers, users, and 
auditors. Accounting Horizons, Vol. 25, No. 4, pp. 659-684. 
https://doi.org/10.2308/acch-50060

• Harris H. (2001). Content Analysis of Secondary Data: 
A Study of Courage in Managerial Decision Making. Journal 
of Business Ethics, Vol. 34, No. 3-4, pp. 191-208. https://doi.
org/10.1023/A:1012534014727

• Heffernan S., Fu M. (2008). The Determinants of 
Bank Performance in China. 21st Australasian Finance and 
Banking Conference 2008 Paper http://dx.doi.org/10.2139/
ssrn.1247713

• Henry E. (2008). Are Investors Influenced by how 
Earnings Press Releases are Written? Journal of Business 
Communication, Vol. 45, No. 4, pp. 363-407. https://doi.
org/10.1177/0021943608319388

• Hermanson D.R., Duncan P., Carcello J. V. (1991). Does 
the new audit report improve communication with investors? 
Ohio CPA Journal, (May/June): pp. 32-37.

• Insch G. S., Moore J. E., Murphy L. D. (1997). Content 
Analysis in Leadership Research: Examples, Procedures, and 
Suggestions for Future Use. The Leadership Quarterly, Vol. 8, 
No. 1, pp. 1-25. https://doi.org/10.1016/S1048-9843(97)90028-X

• Kosak M., Cok M. (2008). Ownership Structure and 
Profitability of the Banking Sector: The Evidence from the 
SEE-6 Region. Proceedings of Rijeka Faculty of Economics, 
Journal of Economics and Business, Vol. 26, No. 1, 2008,  
pp. 93-122 https://ssrn.com/abstract=2268462

• Kosmidou K. (2008). The Determinants of Banks' Profits 
in Greece During the Period of EU Financial Integration. 
Managerial Finance, Vol. 34, No. 3, pp. 146-159. https://doi.
org/10.1108/03074350810848036

• Li F. (2008). Annual Report Readability, Current 
Earnings, and Earnings Persistence. Journal of Accounting 
and Economics, Vol. 45, No. 2–3, pp. 221-247. https://doi.
org/10.1016/j.jacceco.2008.02.003

• Li F. (2010). The Information Content of Forward-Looking 
Statements in Corporate Filings-A Naıve Bayesian Machine 
Learning Approach. Journal of Accounting Research, 
Vol. 48, No. 5, pp. 1049-1102. https://doi.org/10.1111/j.1475-
679X.2010.00382.x

• Loughran T., McDonald B. (2011). When is a Liability Not 
a Liability? Textual Analysis, Dictionaries, and 10-Ks. Journal 
of Finance, Vol. 66, No, 1, pp. 35-65. https://doi.org/10.1111/
j.1540-6261.2010.01625.x

• Loughran T., McDonald B. (2014). Measuring Readability 
in Financial Disclosures. Journal of Finance, Vol. 69, No. 4, 
pp. 1643-1671. https://doi.org/10.1111/jofi.12162

• Manson S., Zaman M. (2001). Auditor Communication in 
an Evolving Environment: Going Beyond SAS 600 Auditors’ 
Reports on Financial Statements. The British Accounting 
Review, Vol. 33, No. 2, pp. 113-136. https://doi.org/10.1006/
bare.2001.0157

• Mock T. J., Bédard J., Coram P.J., Davis S. M., Espahbodi 
R., Warne R. C. (2013). The Audit Reporting Model: Current 
Research Synthesis and Implications. Auditing: A Journal of 
Practice & Theory, Vol. 32, No. Supplement 1, pp. 323-351. 
https://doi.org/10.2308/ajpt-50294



42

O. Sukhomlyn / Visnyk of the National Bank of Ukraine, No. 245, 2018,  pp.  30–44

• Mock T. J., Turner J. L, Gray G. L, Coram P. J. (2009). The 
Unqualified Auditor’s Report: A Study of User Perceptions, 
Effects on User Decisions and Decision Processes, and 
Directions for Further Research. A Report to the Auditing 
Standards Board and the 42 International Auditing and 
Assurance Standards Board (June), New York, NY.

• Molyneux P., Thornton J. (1992). Determinants of European 
Bank Profitability: A Note. Journal of Banking & Finance, 
Vol. 16, No. 6, pp. 1173-1178. https://doi.org/10.1016/0378-
4266(92)90065-8

• Naceur B. S., Goaied M. (2008). The Determinants of 
Commercial Bank Interest Margin and Profitability: Evidence 
From Tunisia. Frontiers in Finance and Economics, Vol. 5, 
No. 1, pp. 106-130. https://ssrn.com/abstract=1538810

• Pervan M., Pervan I. (2010). Market Structure and 
Profitability of Croatian Commercial Banks. The Business 
Review, Vol. 20, No. 1, pp. 209-216.

• Pervan M., Pelivan I., Arnerić J. (2015). Profit Persistence 
and Determinants of Bank Profitability in Croatia. Economic 
Research-Ekonomska Istraživanja, Vol. 28, No. 1, pp. 284-298. 
https://doi.org/10.1080/1331677X.2015.1041778

• Sikka P. (2009). Financial Crisis and the Silence of the 
Auditors. Accounting, Organizations and Society, Vol. 34,  
No. 6-7, pp. 868-873. https://doi.org/10.1016/j.aos.2009.01.004

• Simon H. A. (1999). Administrative Behavior: A Study of 
Decision-making Processes in Administrative Organization. 
Free Press; 4th edition.

• Smith K. W. (2016). Tell Me More: A Content Analysis 
of Expanded Auditor Reporting in the United Kingdom.  
http://dx.doi.org/10.2139/ssrn.2821399

• Tetlock P. C. (2007). Giving Content to Investor 
Sentiment: The Role of Media in the Stock Market. Journal of 
Finance, Vol. 62, No. 3, pp. 1139-1168. https://doi.org/10.1111/
j.1540-6261.2007.01232.x

• Tetlock P. C., Saar-Tsechansky, and Sofus MacSkassy. 
(2008). More Than Words: Quantifying Language to Measure 
Firms’ Fundamentals. Journal of Finance, Vol. 63, No. 3,  
pp. 1437-1467. https://doi.org/10.1111/j.1540-6261.2008.01362.x



43

O. Sukhomlyn / Visnyk of the National Bank of Ukraine, No. 245, 2018,  pp.  30–44

APPENDIX A. DESCRIPTIVE STATISTICS OF FINANCIAL INDICATORS

Table A1. Extended Descriptive Statistics of Key Financial Indicators of Ukrainian Banks

Year = 2012

Variable Obs Mean Std. Dev. Min Max

Total_Assets 175 6,441,025 17,485,094 122,171 172,428,712

Total_Equity 175 972,551 2,553,103 -670,739 18,300,761

Net_Income 175 104,176 282,932 -15,325 2,575,402

Total_Liabilities 175 5,468,475 15,049,505 36 154,127,951

Cash 175 941,477 2,898,498 4,524 26,957,511

Oper_exp 173 76,243 183,412 13,645 1,535,691

Year = 2013

Variable Obs Mean Std. Dev. Min Max

Total_Assets 180 7,097,270 20,505,984 121,081 214,490,857

Total_Equity 180 1,069,994 2,909,194 68,673 20,455,511

Net_Income 180 94,441 260,013 -25,967 2,208,615

Total_Liabilities 180 6,027,276 18,040,102 1 194,179,236

Cash 180 830,753 2,631,464 467 32,157,251

Oper_exp 176 87,332 210,453 1,235 1,944,492

Year = 2014

Variable Obs Mean Std. Dev. Min Max

Total_Assets 157 8,341,840 23,640,582 84,765 204,585,002

Total_Equity 157 938,075 3,032,732 -7,132,649 22,749,157

Net_Income 157 106,033 330,211 -250,098 2,779,612

Total_Liabilities 157 7,403,765 20,849,815 112 181,888,643

Cash 157 938,554 2,870,072 839 27,075,551

Oper_exp 156 111,936 273,731 130,977 2,333,561
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Year = 2015

Variable Obs Mean Std. Dev. Min Max

Total_Assets 113 11,167,334 33,010,876 121,359 264,886,279

Total_Equity 113 839,946 3,304,855 -12,269,344 27,487,223

Net_Income 113 617,486 1,428,050 -668,166 8,781,142

Total_Liabilities 113 10,217,887 30,830,887 128 237,399,056

Cash 113 1,363,400 4,338,635 359 36,260,225

Oper_exp 113 411,369 992,886 2,836 8,181,155

Year = 2016

Variable Obs Mean Std. Dev. Min Max

Total_Assets 93 13,436,554 36,586,102 81,341 220,017,620

Total_Equity 93 1,329,973 2,728,832 21,460 14,932,547

Net_Income 93 -1,704,102 14,198,623 -135,309,076 3,820,644

Total_Liabilities 93 12,026,554 34,208,734 216 207,408,290

Cash 93 1,813,551 5,551,158 29 410,482,098

Oper_exp 93 534,618 1,273,828 9,031 9,287,553

Table A1 continued
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Abstract This paper estimates the fiscal impulse for Ukraine following the methodology of the OECD, which 
disaggregates budget revenues and expenditures into categories that are driven by economic cycles. 
To estimate the fiscal impulse the author calculates both long-term and short-term elasticities of various 
budget items with respect to GDP. This approach allows the author (i) to identify the fiscal policy response 
to economic crises in Ukraine in 2008–2009 and in 2014, and (ii) to reveal those budget items that remain 
sensitive to the fluctuations in the business cycle. The fiscal policy response to the 2014 crisis is found to be 
significantly tighter than the response to the crisis of 2008–2009. In addition, corporate income tax shows 
the strongest response to economic cycles among budget revenue categories, while VAT has the greatest 
contribution to the cyclical component of Ukraine’s budget balance.

JEL Codes E62, H3, H61, C22

 Keywords fiscal stance, fiscal impulse, dynamic least squares, autoregressive distributed lag model

1. INTRODUCTION
The economic shocks that have hit Ukraine in recent 

years are having a direct impact on fiscal policy, which has 
tightened. The system of public finance itself has become 
the sphere for conducting a range of radical reforms aimed 
at raising the efficiency of tax administration and budget ex-
penditures. Such rapid changes on the fiscal front raise the 
issue of evaluating fiscal policy itself and the nature of its 
economic impact.

The standard approach to fiscal policy assessment is to 
calculate the fiscal impulse – a measure of change in the 
budget deficit that is adjusted for the automatic effects of 
various economic processes. The fiscal impulse measure 
describes the nature of the government’s discretionary fiscal 
policy, which may seek to stimulate the economy (a loose fis-
cal policy) or restrain it (a tight fiscal policy). Researchers cal-
culate and use this fiscal policy indicator in economic studies 
so as to understand the links between fiscal policy and other 
variables, and to predict inflation, GDP growth, and sover-
eign debt. However, the fiscal impulse is an estimated value, 
which raises a number of theoretical and empirical issues 
regarding consistency in its estimation.

This study focuses on estimating the fiscal impulse for 
Ukraine to identify periods of tight and loose fiscal policy in 
the country and to gain additional insight into predicting fu-
ture movements in other macroeconomic indicators. To dem-
onstrate our results, we test the hypothesis that Ukraine’s 
fiscal policy response to the economic crisis of 2014 was 
tighter than that in the crisis of 2008–2009.

This study estimates the fiscal impulse using OECD meth-
odology (Bouthevillain et al., 2001). This approach pinpoints 
the budget’s cyclical components with greater accuracy by 
disaggregating them. To compare and test the robustness 
of our results, we also apply the methodology that has long 

been used by the IMF (Heller et al., 1986). The calculations 
use quarterly data from 2004–2016, which allows the es-
timation of the cyclical component of the budget balance 
during the crises of 2008 and 2014, and the fiscal policy re-
sponse to these crises. As data sources, we used budget-
ary statistics from the State Treasury Service of Ukraine and 
GDP data from the State Statistics Service of Ukraine. The 
first research contribution of this study is an estimation of 
the fiscal impulse for Ukraine, making it possible to identify 
the extent of the tightening of fiscal policy in various periods. 
The second contribution is an estimation of the elasticities 
of a set of budget categories with respect to GDP, so as to 
obtain insights into how various budget revenue and expen-
diture items influence the structural budget balance.

The paper’s structure is as follows: section two reviews 
the fiscal impulse estimation literature and methodologies; 
section three outlines the approach we use to estimate the 
fiscal impulse; section four describes the statistical attributes 
of the data; section five presents the results, and the last 
section discusses the results and gives the conclusions.

2. LITERATURE REVIEW: MAIN 
APPROACHES TO ESTIMATING 
FISCAL POLICY STANCE

Problems in determining the magnitude of the fis-
cal impulse arise from the fact that the nominal budget 
balance is a misleading measure of fiscal policy, as this 
measure is influenced by economic cycle fluctuations  
(Bouthevillain et al., 2001). A simple view on the budget bal-
ance structure allows for the identification of a cyclical com-
ponent, which emerges as a result of the actions of automatic 
stabilizers, and a trend that is an approximate indicator of the 
discretionary fiscal policy itself. The actions of the automatic 
stabilizers are triggered by the economic nature of certain 
categories of budget expenditures and revenues. Revenues 

* The views expressed in this paper are those of the author and do not necessarily represent the position of the National Bank of Ukraine.
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from the value-added tax (VAT) increase as final consump-
tion rises, the latter positively correlating with the phase of 
the economic cycle. Among public sector expenditures, the 
classic example is unemployment benefit payments, which 
rise in periods of economic downturn. We can thus observe 
an automatic response of tax receipts to economic fluctua-
tions that are unconnected to the government’s fiscal policy 
decisions. The action of automatic stabilizers may obscure 
the real state of affairs in fiscal policy and distort the deci-
sions of the officials in charge. The conventional approach 
to preventing these distortions is to calculate the cyclically 
adjusted primary balance (CAPB), which includes a struc-
tural component and the unanticipated discretionary fiscal 
decisions of the government. The САРВ is also frequently 
referred to as the fiscal stance (FS). The fiscal impulse (FI) 
is obtained by taking the first differences of the FS and indi-
cates the direction and extent of the change in fiscal policy 
against the previous period.

Gali and Perotti (2003) argue that the budget deficit can 
be represented as the sum of the cyclical and structural com-
ponents. The cyclical (nondiscretionary) deficit varies as pro-
cesses beyond the government’s control take place: cyclical 
fluctuations in the level of employment and tax bases. Along 
with this, cyclical fluctuations mainly affect tax receipts, as 
tax bases are very frequently connected to the economic 
cycle. As for budget expenditure categories, an obvious 
link exists between unemployment benefits and economic 
cycles, with the former acting as automatic stabilizers.1 Pub-
lic debt servicing payments can also be viewed as a part of 
the “nondiscretionary component”, as the government has 
no influence on their magnitude in the current period.

The cyclically adjusted (discretionary) deficit is a budget 
deficit that corresponds to the economy’s potential GDP.2 In 
the literature, this indicator is frequently referred to as the fis-
cal stance. The fiscal stance is conventionally broken down 
into two parts: structural (endogenous) and non-systemic 
(exogenous). The endogenous component is the systemic 
response of the government to current or anticipated eco-
nomic events. In other words, unlike the cyclical component, 
this deficit is a consequence of a fiscal policy decision by the 
government, rather than a mechanical reaction to economic 
developments. The exogenous component contains random 
changes to fiscal policy that do not result from systemic gov-
ernment decisions, but rather arise from exogenous political 
events or extraordinary circumstances (elections, hostilities, 
etc.). As the fiscal impulse is obtained by taking the first dif-
ferences of fiscal stance, estimating fiscal stance is the first 
step in replicating fiscal impulse dynamics.

One of the fiscal stance estimation approaches that we 
are familiar with is the model that was in use by the IMF for a 
certain period (Heller et al., 1986):

      FB# = (R# − G#),  (1)

     FB	$ = (r(Y$∗ − g(Y$∗) − [r((Y$∗ − Y$)]	 − 	FS$,  (2)

where FBt is the primary budget balance, r0 = R0⁄Y0 is the 
ratio between budget revenues and base-year nominal 

1 Automatic stabilizers not always belong to the cyclical part of the budget. For instance, wages in the public sector are acyclic, but they are a stabilizer that 
supports demand in times of recession (Fatás, 2009).
2 One can read more about the nature of the potential GDP level and its estimation using the Kalman filter used in this study at Nikolaichuk and Mariiko (2007) 
and the NBU (2016).
3 For more on the logic and technical aspects of this adjustment, see Bornhorst et al., (2011).
4 The SBB calculation is beyond the scope of this work, as it requires a much larger dataset and more complex estimation techniques.

GDP, g0 = (G0 – UIB0)/Y0  is the ratio between primary bud-
get expenditures and base-year nominal GDP, UIB0 – are 
base-year unemployment insurance benefits, Yt is nominal 
GDP in year t, Yt

* is potential nominal GDP in year t, Rt are 
budget revenues, Gt are primary budget expenditures, and 
FSt is fiscal stance in year t. The base year is the period in 
which GDP was closest to its potential value. This approach 
assumes a unit nominal elasticity of budget revenues with 
respect to GDP and a unit elasticity of budget expenditures 
with respect to potential GDP, net of unemployment insur-
ance benefits. Budget expenditures, apart from unemploy-
ment benefits, are thus assumed to be acyclic, and devia-
tions in their growth rate from the growth rate of potential 
GDP are evidence of tight/loose discretionary fiscal policy. 
Budget revenues, in turn, are assumed to have a unit elastic-
ity with respect to the cycle.

One drawback of this approach is that not all budget rev-
enues are cyclical, and elasticity with respect to GDP does 
not equal one for all taxes. In fact, this elasticity is very often 
greater than one. Model (2) thus produces a fiscal stance 
indicator that includes the automatic response of a number 
of taxes to changes in output. Another downside is the as-
sumption that unemployment benefits are cyclical, even 
though they are only partially cyclical, due to the so-called 
natural rate of unemployment. Model (2) identifies as a fis-
cal stance the indicator that contains, besides discretionary 
component, the “fiscal drag”, which reflects the growth in 
the tax burden that occurs as output rises under progressive 
taxation (Schinasi and Lutz, 1991).

However, the IMF has already taken a new approach to 
estimate the CAPB. This approach adjusts budget expendi-
tures for the impact of the GDP gap on social security pay-
ments, which grow during economic downturns. The IMF 
methodology also envisages a broader set of factors for 
which the budget balance has to be adjusted to separate 
out the discretionary component. These factors include as-
set price dynamics, price movements in global commodities 
markets, and changes in the structure of the economy.3 Mak-
ing these adjustments allows the estimation of the structural 
budget balance (SBB), a fiscal policy measure that requires 
more complicated estimates than the CAPB, which we esti-
mate in this paper.4

The approach of the European Commission is rather 
widespread among the studies on CAPB. This is the dis-
aggregation-based approach to estimating the elasticity of 
budget revenues with respect to GDP and capturing the cy-
clical component of unemployment insurance benefits: 

   B",$ Y$⁄ = R$ Y$⁄ ε*,+, × y/,",$ − (X3/Y5555555)	ε89,+, × y/,",$,  (3)

where Bc,t is the cyclical fiscal balance, Yt is GDP, Rt are bud-
get revenues, εR,Yr

 is the elasticity of budget revenues with 
respect to output, Xt

U are unemployment-related budget ex-
penditures, X" Y⁄%%%%%%%  is the mean for 1970–1994, a reference 
indicator that reflects a neutral value of the ratio between 
unemployment insurance benefits and GDP, εXU,Yr

 is the elas-
ticity of unemployment-related budget expenditures with 
respect to output, and yr,c,t is the real-GDP gap (Bouthevillain 
et al., 2001).
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The OECD approach extends Model (3) by further disag-
gregating budget expenditures and by estimating the elas-
ticities of major tax receipts with respect to GDP, and the 
respective elasticity of unemployment benefits:

   

B",$ Y$⁄ =(R$
* Y$+

*

× ε./,0/ × ε0/,12y4,",$ −	

− X$8 Y$⁄ × ε9:,8 × ε;,12 × y4,",$ ,   

(4)

where Bc,t is the cyclical fiscal balance, Yt is GDP, Rt
j is a bud-

get revenue item, εRj,Vj is the elasticity of budget revenues 
with respect to the relevant macroeconomic base Vj, εVj,Yr

 is 
the elasticity of the macroeconomic base with respect to real 
GDP, U is the number of unemployed, Xt

U are unemployment-
related budget expenditures, and yr,c,t is the real-GDP gap.

The distinguishing feature of the model (4) is its use of 
cross-elasticities, as it first calculates the elasticities of the 
relevant tax bases with respect to GDP, and then the elastici-
ties of the relevant budget revenues with respect to the tax 
bases. Overall, the OECD approach comes closer to remov-
ing all automatic responses from the primary budget bal-
ance, as the elasticities of cyclical budget components can 
be greater than one. The IMF approach (Heller et al., 1986), 
which specifically applies to fiscal stance estimation based 
on primary-balance calculations, is easy to use and requires 
less detailed data, at the expense of lower accuracy. Model 
(4), by contrast, returns more accurate estimates and has 
higher data requirements (van den Noord, 2000; Girouard 
and André, 2005; Larch and Turrini, 2009).

Bouthevillain et. al. suggest an augmented version of 
model (4) (2001):

B",$ Y$⁄ =(R$
* Y$+

*

× ε./,0/ × v",$
* − X$4 Y$⁄ × ε56,4 × u",$ −	

− X$9 Y$⁄ × ε:;,:< × ω>,",$, 
 

(5)

where Bc,t is the cyclical fiscal balance, Yt is GDP, Rt
j is a bud-

get revenue item, εRj,Vj is the elasticity of budget revenues 
with respect to the relevant macroeconomic base (Vj), vj

c,t, uc,t, 
ωp,c,t, are values cyclical with respect to GDP, U is the number 
of unemployed, Xt

U are unemployment-related budget ex-
penditures, Xt

G – are public sector wages, and ωg,ωp are the 
average real wages in the public and private sectors.

The peculiarity of the model (5) is that it suggests remov-
ing the cyclical component of public sector wages from ex-
penditures. The authors assume that public sector wages 
indirectly depend on cyclical output, due to their connection 
to the level of wages in the private sector. Real wages in the 
private sector are positively correlated with fluctuations in 
output, while public sector wages react to changes in private 
sector wages. The reliability of these assumptions depends 
on the wages system in place in a given country. The pres-
ence of automatic indexation of public sector wages makes 
this expenditure category elastic with respect to output.

The use of disaggregation approaches in estimating the 
fiscal stance requires the estimation of a range of elasticities 
of budget revenues and expenditures with respect to GDP. 
To estimate dynamic elasticities, Koester and Priesmeier 
(2012) suggest an approach that accounts for the presence 
of cointegration between taxes and the relevant tax base. 

As the existence of a long-term cointegration relationship 
between taxes and relevant tax bases or GDP is, in theory, 
rather obvious, the authors have proposed a two-stage pro-
cedure for estimating long-term and short-term elasticities. 
With this approach, the authors estimate a cointegration 
equation (6) and an equation with short-term relationships 
which contains error-correction component (7):
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where Tt
r are receipts from the r tax, Xt

r is the tax base of the 
r tax, Dr

n,t are the potential deterministic components n in the 
form of a constant, a linear trend, or a quadratic trend, Sr

i,t are 
potential structural breaks in data in the form of impulses, 
shifts in levels, or changes in trends, εt

r are stationary er-
rors that denote deviations from the long-term equilibrium 
relationship, and ut

r are i.i.d. residuals. Of the parameters 
estimated in models (6) and (7), the one that interests us 
the most is β1

r – the long-term elasticity of tax receipts with 
respect to the relevant base. The α1n,j coefficients, in turn, 
indicate short-term elasticity, the αr

2,i coefficients indicate the 
persistence of the growth in tax receipts, while the α3

r pa-
rameter measures the speed of convergence to the equilib-
rium relationship.

Unlike the long-term relationship between levels, the 
current impact of a change in the tax base on tax receipts is 
modeled as a simultaneous relationship among the growth 
rates of the variables under study (the α1n,0 coefficient in the 
model (7)). This coefficient is a conventional measure of the 
cyclicality of tax receipts (Koester and Priesmeier, 2012) and 
can be viewed as a direct short-term effect of tax base varia-
tion on tax receipts.

The dynamic nature of macroeconomic and fiscal vari-
ables, as well as the quantity of factors influencing them, 
justifies including lags of relevant variables into the model. 
This allows for the persistence of time series under analysis 
to be taken into account, mitigates the problems with the 
model’s specification, and enables the removal of autocor-
relation from errors.

Methods for estimating fiscal stance that are used in the 
literature vary by the degree of detail of budget categories 
that respond to cyclical economic fluctuations, and by their 
interpretations of the cyclical component of budget expen-
ditures. Moreover, there is a certain consensus about the cy-
clicality of tax receipts, as the economic nature of the various 
types of taxes is approximately the same across all coun-
tries. However, country-specific features of public finances 
cause the discrepancies in interpretation of cyclicality of 
budget expenditures. In addition, fiscal stance estimation 
comes with a number of methodological issues related to 
endogeneity and the interpretation of the concept of discre-
tionary fiscal policy.

3. THE METHOD OF ESTIMATING 
FISCAL IMPULSE

Figures A1 and A2 (in Appendix A) show the general 
fiscal policy trends in Ukraine. From the movements in the 
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consolidated budget balance, it can be inferred that recent 
years have seen a rapid decline in Ukraine’s budget defi-
cit. Another observation that stands out is the widening of 
the gap between the nominal and primary budget deficits, 
especially when the hryvnia depreciates. The dynamics and 
structure of tax receipts (Figure A2) point to a gradual rise in 
the share of taxes in GDP, and a shift of the tax system away 
from direct taxes (the corporate income tax and individual 
income tax) towards indirect taxes (VAT, excise taxes, and 
import tariffs). The shift in fiscal policy priorities towards the 
taxation of consumption is manifested in the drop in the mar-
ginal rates of direct taxes. Corporate income tax, in particular, 
has been cut (Figure A3, in Appendix A). Individual income 
taxation was also simplified with the introduction in 2004 of 
the flat rate of the personal income tax, or PIT at a rather 
low level, which was then gradually raised. Meanwhile, the 
basic rate of VAT has stood at 20% without changing, excise 
taxes have been increased several times to resolve fiscal is-
sues and bring their rates closer to European levels, and, on 
average, import tariffs have been cut as Ukraine has slowly 
integrated itself into global trade. The estimation of fiscal 
impulse assumes identification of these and other effects. 
Isolating the budget deficit impact of these and other discre-
tionary changes in fiscal policy requires the fiscal impulse to 
be estimated.

As noted above, the fiscal impulse (FI) is obtained by 
taking the first differences of the fiscal stance (FS) and indi-
cates the direction and extent of the change in fiscal policy 
from the previous period. In this study, we estimate the fis-
cal impulse in the form of the CAPB, which requires the cal-
culation of the elasticities of certain budget categories with 
respect to GDP. For the purposes of this study, we use the 
OECD approach (4), which envisages estimating such elas-
ticities and making relevant adjustments to the budget bal-
ance. This method yields more information on the cyclical-
ity of budget items by extracting cyclical components from 
certain types of taxes and budget expenditures with higher 
accuracy. At the same time, we estimate direct elasticities, 
rather than cross-elasticities5 as suggested by the original 
methodology. Estimating the cross-elasticities involves using 
tax bases and generating relevant budget expenditures for 
the calculations. As a tax base, among others, usually, are 
used households’ disposable income and unemployment. 
However, there are doubts about the consistency of these 
data, as during the period 2004–2016 in Ukraine had been 
multiple changes in the methodologies for calculating these 
variables.

Two aspects of our study are noteworthy. First, we use the 
OECD approach, as it is a more comprehensive method for es-
timating the САРB and allows the cyclical components of the 
various categories of budget revenues and expenditures to 
be analyzed. Second, we compare our results to the simplified 
IMF approach to CAPB estimation (Heller et al., 1986), as the 
contemporary IMF methodology for identifying discretion-
ary fiscal policy focuses on a somewhat different measure 
(SBB) and requires a different set of statistics and estimation 
methods.

5 The elasticity of a certain tax/expenditure with respect to the respective base multiplied by the elasticity of the tax/expenditure base with respect to GDP.
6 Another argument is that interest payments should be taken out of calculations to minimize the impacts of inflation and the exchange rate on the budget 
balance. This reasoning is not sufficiently substantiated. Interest payments are indeed rather strongly correlated with the level of prices and exchange rate, but 
interpreting their exclusion as an adjustment of budget expenditures implies that budget revenues should be adjusted for the same factors. International trade 
taxes, for instance, are strongly related to exchange rate movements, but this fact is usually ignored when estimating fiscal stance.
7 In the case of tax receipts.

In line with the standard methodology, we eliminate debt 
servicing payments from the calculations, as these payments 
do not count as discretionary decisions but rather constitute 
an obligation to pay for the government’s past discretion-
ary decisions. In theory, debt servicing payments are only 
partially dependent on the level of output, as they will not 
demonstrate cyclical fluctuations if their interest rates are 
fixed.6 Another factor that further complicates the separation 
of the cyclical component is the monetary policy response, 
which can manifest itself in the countercyclical dynamics 
of the central bank’s key policy rate. The impact of the key 
policy rate on borrowing costs will cause the real effect of 
the output gap on debt servicing payments to be underesti-
mated in periods of recession and overestimated when the 
economy overheats. This ambiguity in interpreting the es-
sence of interest payments and their link to economic cycles 
has led to a consensus that these budget expenditures must 
be excluded from fiscal stance analysis. Another argument in 
favor of removing debt servicing payments from the analysis 
is that they can hardly be qualified as an economic stimulus.

What distinguishes our approach is that, in contrast to 
model (4), which assumes unemployment benefits are cycli-
cal, we treat as cyclical expenditures to finance the deficit 
of the Pension Fund of Ukraine (PFU). Unemployment ben-
efits in Ukraine are paid out by the extrabudgetary Fund for 
Obligatory State Social Insurance, which is not funded by the 
state budget. During economic downturns, this fund does 
not generate deficits that require budget financing, but rath-
er reduces the financing of active measures that promote 
employment. However, the PFU regularly generates a deficit 
of its own budget, which is funded by the government, as 
the pension fund cannot make immediate spending cuts, as 
there is a need for pensions to be indexed to inflation. Since 
in Ukraine the financing to cover the PFU deficit comes from 
the state budget, and the level of real wages depends on 
the phase of the economic cycle, these expenditures can be 
regarded as cyclical.

To estimate regression equations with the relevant elas-
ticities, we use two approaches: DOLS and ARDL. By com-
paring the estimated elasticities that these models yield, we 
can test the robustness of our results.

 3.1. DOLS
The short-term and long-term elasticities are estimat-

ed using a two-stage procedure suggested by Engle and 
Granger (1987). Stage one estimates the long-term relation-
ship (6) using the super-consistent dynamic ordinary least 
squares (DOLS) method outlined in Stock and Watson (1993). 
The approach consists of specifying a regression equation 
in which the tax receipt7 level is a dependent variable, while 
the tax base level for the same period, the current, past, and 
future values of the first differences of the tax base, deter-
ministic components, and dummy variables denoting struc-
tural breaks in data are all explanatory variables.
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where Tt
r are receipts from the r tax, Xt

r – is the tax base of 
the r tax, Dr

n,t are the potential deterministic components n in 
the form of a constant, a linear trend, or a quadratic trend, 
Sr

i,t are potential structural breaks in data in the form of im-
pulses, shifts in levels, or changes in trends, εt

r are stationary 
errors that denote deviations from the long-term equilibrium 
relationship.

Stock and Watson (1993) argue that the DOLS method 
is superior to OLS and Johansen’s approach, especially for 
small samples, as DOLS accounts for orders of integration 
higher than the first order, and deals with the endogeneity 
and autocorrelation problem (Masih and Masih, 1999). Stage 
two employs a model that includes the short-term dynamics 
of (7) and deviations from, the equilibrium relationship ob-
tained from the stage-one equation (8).8 To come close to 
the normal distribution and eliminate error autocorrelation, 
model (7) may be augmented to include lags in the depen-
dent and independent variables. Considering the sample’s 
limitations, we included only the statistically significant 
lagged variables in the final version of the model.

Applying DOLS to a small number of observations car-
ries the risk of model overparameterization, as the number 
of lags and leads of an independent variable in the model 
(6) is usually determined on the basis of information criteria. 
This approach may result in too many variables being added 
to the model. To limit the number of parameters without los-
ing too many observations, we chose to include no more 
than two lags and two leads of the tax base.9 Simultaneously, 
to adjust the results for potential error autocorrelation and 
heteroscedasticity, we used a heteroscedasticity adjusted 
variance-covariance matrix (Newey-West HAC matrix).

 An approach similar to the one noted above was also 
employed by Dudine and Jalles (2017), who used Fully Modi-
fied Ordinary Least Squares (FMOLS) to model a long-term 
relationship between the tax base and GDP at the country 
level. Introduced by Phillips and Hansen (1990), this method 
involves a semiparametric adjustment to eliminate problems 
caused by the long-term correlation between deviations 
from the long-term relationship and the innovations in the 
stochastic process that follow every regressor.

To take into account the difficulties in identifying coin-
tegration, we introduce into the long-term relationships a 
constant and a dependent variable. Accordingly, we treat all 
shocks as transitive and incorporate them as dummy vari-
ables into the short-term part of the regressions. For infer-
ences about the statistical significance of the long-term rela-
tionships, we use the t-statistics of the explanatory variable 
in the long-term relationship (β1

r in (6)) and the loading coef-
ficient in the error correction model (α3

r in (7)).

8 In doing so, we first adjusted the errors to account for the effect of the ! ! α#,%∆X#,()%*
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  component from equation (8), as the long-term relationship is expressed 

as equation (6), while the actual estimation of its parameters is based on model (8).
9 Under this approach, automatic responses between the tax base and tax receipts are assumed to take place within two quarters before and after a particular 
observation. This assumption is sufficiently realistic and applies to such restrictions (Koester and Priesmeier, 2012).

 3.2. ARDL
As an alternative method for estimating the long-term 

and short-term elasticities of taxes with respect to GDP, we 
ran a set of autoregressions with distributed-lags (ARDL) of 
the following type:
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where yt is an endogenous variable, xt is an exogenous vari-
able that may influence yt without a lag, and Di are deter-
ministic variables that denote trends, structural breaks, and 
outliers in data.

This approach has a number of advantages over Jo-
hansen’s method, which employs a vector error correction 
model (VECM). First, ARDL is better suited for identifying 
long-term relationships in small samples. VECM is a system 
of equations and, as such, requires a large number of ob-
servations. Second, unlike VECM, ARDL does not require 
variables to have the same level of integration. Under this 
approach, regression variables can be I(0) and/or І(1), which 
eliminates the issue of preliminary testing for stationarity 
(Pesaran et al., 2001). Specifying a cointegrating relationship 
under Johansen’s approach requires statistical evidence 
that all of the model’s variables are І(1). With short time series 
and frequent structural breaks in data, stationarity tests lose 
power significantly. Another serious drawback of the Johan-
sen method is the sensitivity of the cointegration test to the 
model specification. Specifying VECM requires the choice 
of a number of endogenous and exogenous variables, the 
inclusion of deterministic components, and the selection of 
an optimal quantity of lags. By contrast, the ARDL model has 
greater flexibility, enabling the use of an optimal number of 
lags for every variable.

When specifying ARDL, we used the following algorithm:

• for every variable, we conducted unit-root tests to en-
sure that none of the variables are І(2);

• specifying ARDL in levels with an optimal number of 
lags basing on the Akaike information criterion (AIC);

• testing for normality and autocorrelation of the residuals;

• in case of detection non-normality or autocorrelation 
in residuals, the dummy variables and additional lags are in-
cluded in the model;

• testing for the existence of a long-term relationship be-
tween variables (bounds test);

• if a long-term relationship is identified, we use it to cal-
culate the long-term elasticities and estimate the parameters 
of the error correction model (ECM) – the short-term coeffi-
cients of elasticity and the coefficients of convergence;
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• in the absence of a long-term relationship, the variables 
are transformed into stationary form, a separate ARDL is 
specified, and the short-term elasticities are estimated.

The bounds test assesses the probability that a long-term 
relationship exists between variables, regardless of whether 
they are І(0) or І(1). The critical values for the bounds test 
are presented in Pesaran et al. (2001), but they have asymp-
totic properties. For small samples of data, Narayan (2005) 
revised the critical values, and we use them in this paper, as 
our sample comprises no more than 60 observations.

If a long-term relationship between variables is identi-
fied, the long-term elasticities are estimated by running a 
regression based on model (10):
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where the long-term coefficient equals (-θ2   ⁄ θ1).

The use of the two approaches to estimating the elastici-
ties ensures the results are more robust. In addition, the pro-
posed econometric models allow for the estimation of the 
difference between the short-term and long-term elasticities 
of various budget items with respect to GDP, as well as the 
rate of convergence of the models’ variables to the equilib-
rium relationship.

4. DATA TO ESTIMATE FISCAL 
IMPULSE

Our estimation relies on quarterly GDP observations and 
data from Ukraine’s consolidated budget for 2004–2016.10  
The data were seasonally adjusted using the Census X12 
algorithm. The data were also adjusted for 2010 prices using 
a GDP deflator and converted into logs. We did not perform 
the log transformation of PFU deficit financing,11 as these ex-
penditures equaled zero in 2007–2008. We deleted debt 
service payments from budget expenditures. We calculated 
potential GDP using the Kalman filter. To obtain estimates 
using the OECD methodology, we calculate the long-term 
elasticities with respect to GDP for the following variables: 
personal income tax (PIT), сorporate income tax (CIT), VAT, 
excise tax, import tariffs, and PFU deficit financing.12 The re-
maining budget revenue and expenditure categories are as-
sumed to be acyclic, as no economic preconditions exist for 
them to respond automatically to GDP fluctuations.

Tables B1 and B2 (in Appendix B) present a preliminary 
analysis of log data with descriptive statistics and stationarity 
tests. The descriptive statistics indicate that the time series 
of PIT, CIT, VAT on imports, and PFU deficit financing are not 
normally distributed. Dickey-Fuller GLS and KPSS stationar-
ity tests, with the addition of a constant, were conducted 
mainly to verify that none of the variables are I(2) processes. 
The tests are necessary for the consistent construction of 

10 The resulting estimates might be somewhat skewed towards a tighter fiscal policy for 2014 H1, as the Ukrainian statistics did not account for the GDP of 
Crimea and the non-government controlled areas of Donetsk and Luhansk oblasts, even though companies located there continued to pay a certain amount 
of taxes. We partially take account of that structural break in the data by using dummy variables in our regressions, but accurate estimates of tax receipts from 
government-controlled areas are hard to obtain.
11 The sample period for these expenditures is 2005–2016.
12 Data on budget revenues and expenditures was taken from the reports of the State Treasury Service of Ukraine (www.treasury.gov.ua/main/uk/publish/
category/23596).
13 The discrepancy in the test results for these variables is not important, as the results primarily confirm that the variables are not І(2).
14 For the excise tax – Q1 2009; for PFU deficit financing – Q1 2008.

the ARDL models that estimate the elasticities. The results 
of the Dickey-Fuller GLS test indicate that most variables are 
І(1), apart from excise tax receipts and PFU deficit financing, 
as these time series do not become stationary after their 
first differences are taken. The KPSS test returns results that 
largely confirm those of the Dickey-Fuller GLS test, the dif-
ference being that real GDP, gross domestic VAT, and the 
import tariffs are I(0)13, while the excise tax is І(1). The tests 
yield the overall inference that the time series of the excise 
tax and PFU deficit financing may be І(2). A visual analysis 
of movements in these variables shows there are structural 
breaks in the trends. The Unit Root with Break Test of the 
first differences of the excise tax and PFU deficit financing 
points to their stationarity when innovative outliers14 in the 
time series are controlled for (Figure A4, in Appendix A).

The confirmed stationarity, at least in first differences, of 
the data selected for the study, makes these data eligible 
for standard time series analysis. However, the time series 
of the excise tax and PFU deficit financing exemplify the 
importance of taking account of outliers and breaks when 
conducting an analysis involving special tests for stationarity.

5. RESULTS OF ESTIMATIONS
Table B3 (in Appendix B) presents the estimates of the 

long-term and short-term elasticities of major tax receipts 
with respect to GDP for Ukraine, and average estimates for 
OECD countries provided by Girouard and André (2005) and 
which are used by the IMF in the relevant estimations. Tables 
B4 and B5 (in Appendix B) contain more information on the 
parameters of the models used in the calculation of the elas-
ticities and loading coefficients. The elasticities estimated 
using DOLS and ARDL are sufficiently close, except in the 
case of the domestic VAT. In both cases, the elasticity for 
domestic VAT is close to unity – a value that, in theory, must 
be manifested by all proportional taxes.

The results in Table 3 demonstrate that we have not 
been able to capture a statistically significant long-term re-
lationship of GDP with PIT and the excise tax. In the case 
of the excise tax, the reason may be that this budget rev-
enue item has a significant discretionary component. Excise 
tax rates are subject to constant revision, and this tax is, in 
essence, a manual tool for ensuring that budget revenues 
are received in full. Another reason is that the tax bases for 
this tax are sufficiently different (alcohol products, tobacco 
products, and energy) and vary in terms of their relationship 
with GDP dynamics. The analysis of movements in excise tax 
receipts and real GDP (Figure A5, in Appendix A) indicates 
that the trends in these variables were negatively correlated 
with each other for a significant number of sample observa-
tions. In 2002–2008, excise tax receipts had been falling in 
real terms, despite the economy growing. Following the cri-
sis of 2008–2009, the government was faced with the need 
to seek new funding sources, which resulted in excise tax 
rates being raised and remaining in line with GDP dynam-
ics up until 2014. After the 2014 crisis, excise tax rates were 
radically revised again, and their growth began to outpace 
that of GDP.
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The difficulties in identifying a long-term relationship be-
tween GDP and PIT arise from the fact that the growth of 
tax receipts was catching up with the growth rate of GDP 
in 2004–2008 after tax receipts plummeted in 2004 when 
there was a switch from a progressive tax rate to a flat one 
(13%). This was related to the rapid growth in wages, driven 
in particular by an increase in the minimum wage. Since 
2015, PIT tax receipts have been growing more rapidly than 
GDP (Figure A5), likely due to a higher tax rate. The exis-
tence of structural breaks in the PIT and a sharp turnaround 
in the direction of the trends do not provide statistical evi-
dence sufficient to detect cointegration. The short-term elas-
ticity of 0.7 differs significantly from the analogous average 
measures for OECD countries (except Slovakia, for which the 
estimated coefficient is also 0.7). This is attributable to the 
absence of progressive individual income taxes in Ukraine, 
and to a significant amount of individual incomes that are 
taxed on special terms, such as investment returns, business 
income, etc.

The high elasticities for CIT, VAT on imports, and import 
tariffs are notable. At the same time, the elasticities for im-
port taxes significantly differ from the analogous coefficients 
for OECD countries. The high elasticities indicate that the 
taxes produce excessive responses to the relevant changes 
in GDP. An analysis of tax dynamics in real terms (Figure A5) 
suggests that the high elasticities are driven by the drops 
in taxes that occurred during the economic crises of 2008–
2009 and 2014. Import taxes fell due to the rapid currency 
depreciation that accompanied the crises and caused sharp 
drops in imports.15 Another contributor to the decline in im-
port tariffs receipts was Ukraine’s accession to the World 
Trade Organization (WTO). The corporate income tax also 
demonstrates strong respond to declines in GDP, especially 
after the 2014 crisis. To remove the effect of depreciation 
on import taxes, we specified ARDL models in line with the 
algorithm (10), which was used for estimating the coefficients 
in Table B4. As variables, we used seasonally adjusted nomi-
nal GDP, VAT on imports and import tariffs denominated in 
US dollars basing on the official nominal exchange rate. The 
resulting elasticities are significantly lower. For VAT on im-
ports, the long-term elasticity equals 1.4 and the short-term 
elasticity is 1.2. For the import tariffs, the elasticities are 0.66 
and 0.7 respectively.16 Thus, the significant deviation of the 
import tax elasticities for Ukraine from the same indicators 
for OECD countries is attributed to the periods of severe 
economic crises and depreciation, which are not typical for 
developed economies.

In line with the obtained results, we use the following 
values as elasticities to estimate fiscal stance: for budget 
revenues – 1.2, for PIT – 0.7, for VAT on imports – 2.6, for 
domestic VAT – 1, for CIT – 1.8, for the import tariffs – 0.8, 
and for the excise tax – 0.7. These are the average values of 
the long-term elasticities from Tables B4 and B5. For PIT and 
excise taxes, we use the short-term elasticity.

15 The growth in the import tariffs in 2015 was the result of a temporary increase of the rates, which came after the 2014 crisis as part of the emergency measures 
taken to revitalize the economy.
16 As an alternative, we ran threshold regressions. As the threshold variable, we chose the first differences of the log of the nominal exchange rate against 
the US dollar (exch) with a lag that selected so as to minimize the total least squares of the model’s errors. For VAT on imports, the threshold value came out 
at t_excht-1=-0.008, the elasticity below the threshold value amounted to e<t_excht-1=1.7, and the elasticity above the threshold value came in at e>t_excht-1=4.1. 
For the import tariffs, the relevant indicators were t_excht-1=0.006, e<t_excht-1=1.12, and e>t_excht-1=2.5. For CIT: t_excht-1=0.006, e<t_excht-1=0.8, and e>t_excht-1=4.7. 
During the rapid currency depreciation that comes with economic crises, elasticities increase dramatically.
17 The average values of the cyclical components of taxes in relation to potential GDP for 2004–2016 are: 0.81% for VAT, 0.21% for CIT, 0.11% for IIT, 0.08% for 
excise taxes, 0.07% for PFU deficit financing, and 0.03% for the import tariffs.
18 The ratio of budget revenues to nominal GDP in the base year and the ratio of primary budget expenditures to nominal GDP in the base year, respectively.

Table B5 also has the estimated elasticity of PFU deficit 
financing with respect to GDP. As the time series of the PFU 
deficit financing had an unspecified order of integration, we 
used the ARDL model to estimate the elasticities. Based on 
the results of the regression, the short-term elasticity of PFU 
deficit financing with respect to GDP stands at (-1.7).

Figure A6 (in Appendix A) shows the contributions of the 
budget components that we identified as cyclical to the gap 
between the primary budget deficit and the fiscal stance 
measure.17 For the sake of clarity, we also present a graph 
of the GDP gap. The biggest impact on the budget’s cyclical 
component is made by VAT, because of the significant share 
of this tax in budget revenues and the high elasticity of VAT 
on imports with respect to GDP. The next biggest contributor 
to the budget’s cyclical component is the corporate income 
tax. PFU deficit financing increases during economic down-
turns, widening the budget deficit and decreases in times of 
economic growth.

Figures A7 and A8 (in Appendix A) present the graphs of 
the fiscal stance and fiscal impulse estimates for Ukraine 
obtained by using the approach described by equation (4) 
and the IMF methodology, the short version of which is ex-
pressed by equation (2). We present alternative estimates 
of the fiscal stance and the fiscal impulse to demonstrate 
the consistency of our approach. The IMF approach involves 
estimating the fiscal stance measure on the basis of rela-
tive budget indicators in the base year when the GDP gap 
was minimal. As a base year, we opted for 2004, when the 
GDP gap stood at +0.2%. To obtain quarterly estimates of 
the fiscal stance and the fiscal impulse, we used the annual 
estimates of ro and go.

18 To estimate the annual indicators, 
we applied the same ro and go to the annual indicators of 
consolidated budget revenues and expenditures. To smooth 
out the movements in the indicators of fiscal stance and, 
hence, the fiscal impulse, we applied a moving average of 
the previous four quarters (Figures A9 and A10, in Appendix 
A). We then converted the calculations into annual data by 
computing the simple means for the four quarters of each 
year (Figures A11 and A12, in Appendix A).

Figures A8 and A9 show that the different estimates 
of fiscal stance yield similar dynamics in the indicators, al-
though they differ in their levels. The informative episodes 
of the government’s fiscal policy actions are the periods of 
2006-2008 when the economy overheated as global com-
modity prices rose amid low-interest rates, and 2014-2015 
when the severe economic crisis started (Figure A7). In 
2006–2008, fiscal policy was becoming increasingly loose, 
up until the financial and economic crisis, which prompted 
the government to switch to a tight fiscal policy in 2009. A 
shift to fiscal policy tightening can also be seen in 2014, but 
in that year the consolidation was significantly greater than 
during the 2009 crisis. The loosening of fiscal policy in the 
second half of 2007 through 2008 is attributed to the fact 
that tax receipts did not grow in proportion to GDP, as evi-
denced by the estimated elasticities. The increase in the pri-
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mary deficit of the consolidated budget in 2009 was driven 
by the economic downturn, but the cyclically adjusted bud-
get balance points to a tighter fiscal policy. The 2014 crisis 
led to a point at which the budget’s cyclical component be-
came negative (the fall in GDP triggered an automatic drop 
in tax receipts, inflating the budget deficit). As a result, the 
fiscal stance measure indicates an even tighter fiscal policy 
than does the primary budget balance. The tight fiscal policy 
episodes were seen in the second half of 2014, and espe-
cially in 2015, coinciding with the budget cuts of 2014 and 
the fiscal consolidation of 2015. There was a certain easing 
of the policy in 2016 compared to the previous two years. 
Apart from the episodes noted above, the graphs of the an-
nual data indicate a fiscal policy easing in 2010, driven by 
presidential elections, a tightening of the policy in 2011, and 
another easing in 2012, which could be the result of Ukraine 
hosting the 2012 European football championship.

The two fiscal impulse estimation approaches used in 
this paper yield similar results – which speaks for their ro-
bustness. When compared, the fiscal policy responses to 
the economic crises indicate that fiscal policy became sig-
nificantly tighter following the 2014 crisis than during that of 
2008 and 2009. The underlying reasons for such govern-
ment actions are rooted in different scales and nature of 
the shocks appeared during those crises, and in the specif-
ics of Ukraine’s fiscal policy reaction function, which only 
switches into active (countercyclical) regime when public 
debt grows to high levels and the GDP gap becomes posi-
tive (Vdovychenko, 2017). The tightening of fiscal policy in 
Ukraine in 2014–2015 is explained by more serious geopo-
litical and structural consequences for Ukraine’s economy 
compared to the fall in world commodity markets and the 
liquidity crunch of 2008, as well as by a protracted period 
of procyclical fiscal policy and a significant accumulation of 
public debt since the 2008–2009 crisis, including external 
public debt.

6. DISCUSSION OF THE RESULTS 
AND CONCLUSIONS

The use of methodologies that are similar to the OECD 
approach is commonplace when estimating the fiscal im-
pulse. The OECD approach, which was somewhat modified 
to allow for its application to the case of Ukraine, identifies 
periods of tight and loose fiscal policy. The use of the OECD 
disaggregation approach identifies the budget items that 
are the most important for generating the cyclical compo-
nent of the fiscal balance. In Ukraine, the strongest cyclical 
impact on the budget comes from the VAT and the corporate 
income tax.

The dynamics of the estimated fiscal stance (and the fis-
cal impulse respectively), indicates that the government’s re-
sponses to the economic crises of 2008–2009 and 2014 in 
the fiscal policy context were radically different. In reacting 
to the 2008–2009 crisis, for instance, the government had 
to reduce the budget deficit somewhat, but its fiscal policy 
remained close to neutral and became loose in 2010. This 
is attributed to the raft of tax benefits that the government 
enacted to support the economy as it went through the crisis 
(introducing a special VAT regime for agricultural producers, 
in particular), as well as to the presidential elections of 2010. 
The 2014 crisis resulted in a substantial consolidation of 
the budget and in a tightening of fiscal policy (among other 
things, by raising interest rates and levying PIT on passive 
income), which is explained by the large public debt that had 
been accumulated by that time.

The elasticities of taxes on imports and CIT with respect 
to GDP are rather high due to their asymmetric response to 
fluctuations in GDP in periods of economic growth and cri-
ses. The elasticity of PIT with respect to GDP is slightly lower 
than that in developed economies, due to the absence of 
progressive taxation and a weak emphasis on taxing pas-
sive income. The elasticities of other tax receipts we have 
estimated are in line with the analogous measures for OECD 
countries.

To test the robustness of the OECD approach used in 
this study, we estimated the fiscal impulse under the IMF 
methodology. Both approaches yield results that are similar 
in value.
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APPENDIX A. FIGURES

Figure A1. Nominal and Primary Balance 
of the Consolidated Budget of Ukraine, % GDP

Figure A2. Tax Receipts in Ukraine, % GDP
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Figure A3. Marginal Tax Rates of CIT and PIT in Ukraine, %

Figure A4. Excise Tax and PFU Deficit Financing with Structural Breaks
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Figure A5. Seasonally Adjusted Real GDP  
and Certain Taxes (Logs), 2002–2016



57

A. Vdovychenko / Visnyk of the National Bank of Ukraine, No. 245, 2018, pp. 45–63

Figure A6. Contributions of Budget Categories  
to the Cyclical Fiscal Balance

Figure A7. Fiscal Stance and Primary Budget Balance,  
% of Seasonally Adjusted Real GDP
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Figure A8. Fiscal Impulse, % of Seasonally Adjusted Real GDP

Figure A9. Moving Average of Fiscal Stance, 
% of Seasonally Adjusted Real GDP
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Figure A10. Fiscal Impulse Dynamics, % of Seasonally Adjusted Real GDP

Figure A11. Annual Fiscal Stance, % of Real GDP



60

A. Vdovychenko / Visnyk of the National Bank of Ukraine, No. 245, 2018, pp. 45–63

Figure A12. Annual Fiscal Impulse, % of Real GDP
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APPENDIX B. TABLES

Table B1. Descriptive Statistics of Variables, Natural Logs

Indicators PIT CIT
VAT on 
imports

Domestic 
VAT

Import 
tariffs

Excise 
tax

GDP

PFU deficit 
financing,

UAH 
million

Mean 9.45 9.23 9.77 9.58 7.94 8.72 12.51 3,771.00

Median 9.48 9.31 9.82 9.60 7.87 8.82 12.51 3,709.91

Maximum 9.64 9.69 10.26 9.82 8.58 9.24 12.65 15,064.44

Minimum 9.13 8.26 8.97 9.23 7.40 8.26 12.38 0.00

Standard 
Deviation

0.13 0.37 0.27 0.12 0.31 0.28 0.08 3,129.38

Skewness -0.84 -1.17 -1.24 -0.46 0.34 -0.12 0.03 1.34

Kurtosis 3.02 3.53 5.03 2.93 2.15 1.61 1.99 5.32

Jarque-Bera 6.11 12.36 22.18 1.81 2.58 4.33 2.22 25.06

Probability 0.05 0.00 0.00 0.40 0.27 0.11 0.33 0.00

Observations 52 52 52 52 52 52 52 48

Table B2. Stationarity Tests of Real GDP and Various Budget Categories in Ukraine

Time series
stationarity test

Real
GDP

Budget 
revenues

PIT
VAT on 
imports

Domestic 
VAT

CIT
Import 
tariffs

Excise 
tax

PFU 
deficit 

financing

Le
ve

ls

Dickey-Fuller GLS, 
t-statistic

-0.95 -0.90 -0.40 -0.76 -1.40 -1.60 -0.92 0.27 -1.78

KPSS,  
LM-statistics

0.30 0.43** 0.64** 0.54** 0.25 0.44** 0.11 0.87** 0.12**

Fi
rs

t d
iff

er
en

ce
s

Dickey-Fuller GLS, 
t-statistic

-4.05** -7.80** -7.10** -7.07** -4.60** -3.90** -2.37** -1.75 -1.12**

KPSS,  
LM-statistics

0.36 0.11 0.10 0.31 0.09 0.18 0.10 0.13 0.23

The null hypothesis under Dickey-Fuller GLS is the presence of a unit root; the null hypothesis under KPSS is the absence of a 
unit root; 

**the level of significance of the null hypothesis is 5%.
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Table B3. Elasticities of Individual Consolidated Budget Items 
with Respect to GDP for Ukraine and OECD Countries

Variables DOLS estimates 
for Ukraine

ARDL estimates 
for Ukraine

Average estimates 
for OECD countries

(β19) (α20) (β) (α) (Average elasticity)

Budget revenues 1.2*** 0.7*** 1.2*** 0.6***

PIT 0.9*** 0.7*** 0.7***21 1.3

VAT on imports 2.7*** 1.2*** 2.5*** 1.0 1.022

Domestic VAT 1.2*** 1.2*** 0.7*** 1.0*** 1.0

CIT 1.7*** 1.6*** 1.9*** 1.5*** 1.5

Import tariffs 0.9 1.7*** 0.8*** 1.7*** 1.0

Excise tax 0.6 0.7* 0.7* 1.0

PFU deficit financing -1.7*

Table B4. DOLS Estimates of the Elasticities of Budget Categories 
with Respect to Real GDP

Variables Budget 
revenues

PIT
VAT on 
imports

Domestic 
VAT

CIT
Import 
tariff

Excise tax

β 1.2*** 0.9*** 2.7*** 1.2*** 1.7*** 0.9 0.6

α 0.7*** 0.7*** 1.2*** 1.2*** 1.6*** 1.7*** 0.7*

b -0.5*** -0.03 -0.4*** -0.3*** -0.3*** -0.1*** -0.1

Engle-Granger test 
(Engle-Granger z-statistic)

-26.4*** -2.2 -8.1 -13.6 (-8.4) -6.1 -2.4

Jarque-Bera test, (χ2) 1.6 3.4 1.1 2.5 1.6 0.3 0.9

Breusch-Godfrey Serial Correlation 
LM Test: (4 lags, (χ2))

2.6 3.2 4.6 2.4 3.3 6.3 7.5

 β – long-term elasticity with respect to GDP; α – short-term elasticity with respect to GDP; b – rate of convergence; ***the level of significance of the null hypothesis is 1%; 
**the level of significance of the null hypothesis is 5%; *the level of significance of the null hypothesis is 10%. Engle-Granger test, H0: no time series cointegration. Jarque-
Bera test, Н0: the residuals are normally distributed. Breusch-Godfrey Serial Correlation LM Test, Н0: no autocorrelation.

19 202122

19 Long-term elasticity.
20 Short-term elasticity.
21 For the models in which the long-term relationship hypothesis was rejected, estimates are based on the first differences of the variables.
22 For VAT on imports, domestic VAT, the import tariffs, and excise taxes, we present the assumed elasticity for indirect taxes.
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Table B5. ARDL Estimates of the Elasticities of Budget Categories 
with Respect to Real GDP

Variables Budget 
revenues

PIT
VAT on 
imports

Domestic 
VAT

CIT
Import 
tariff

Excise tax
PFU 

deficit 
financing

β 1.2*** 2.5*** 0.7*** 1.9*** 0.8***

α 0.6*** 0.7***23 1.0 1.0*** 1.5*** 1.7*** 0.7* -1.7*

b -0.5*** -0.2*** -0.4*** -0.2*** -0.4***

Bounds Test, F-statistic 11.7** 4.0 5.4* 9.1** 5.1* 26.0** 1.2 3.5

Jarque-Bera test, (χ2) 0.2 2.4 3.1 0.1 1.7 0.7 0.4 0.2

Breusch-Godfrey Serial  
Correlation LM Test:  
(4 lags, (χ2))

5.4 3.1 5.3 5.0 1.6 7.3 2.6 2.7

�β ‒ long-term elasticity with respect to GDP; α ‒ short-term elasticity with respect to GDP; b ‒ rate of convergence; ***the level of significance of the null hypothesis is 1%; 
**the level of significance of the null hypothesis is 5%; *the level of significance of the null hypothesis is 10%. Bounds Test, Н0: no long-term relationship. Jarque-Bera test, 
Н0: the residuals are normally distributed. For Breusch-Godfrey Serial Correlation LM Test, Н0: no autocorrelation.

23 

23 For models in which the long-term relationship hypothesis was rejected, model estimates of first differences of the variables are presented.


