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PREFACE OF THE CHAIRMAN OF THE EDITORIAL BOARD

Dear readers,

The articles in the current issue of the journal address the practical matters of measuring the level
of Ukraine’s quarterly GDP in the current quarter and the search for the optimal ways of developing
the deposit guarantee system in Ukraine. The current issue also offers a review of the most recent
findings in the field of behavioral household finance given its significance for macrofinancial stability.

In the first article of the journal titled Nowcasting Ukraine’s GDP Using a Factor-Augmented VAR
(FAVAR) Model, Anton Grui and Roman Lysenko present a new approach toward nowcasting the
current level of Ukraine’s quarterly GDP using leading indicators with a different frequency. The
authors show that the factor-augmented VAR (FAVAR) model helps enhance the accuracy of GDP
forecasting.

In his study titled Evolving Ukraine’s Deposit Guarantee System Towards Global Standards: A
Macroprudential Perspective, Andriy Danylenko underscores the important role of the deposit
guarantee system in ensuring the financial stability of a state. Having analyzed global best practices
the author suggests a number of recommendations to reform the deposit guarantee system in
Ukraine.

Thefinal article in the journal is Behavioral Finance: Household Investment and Borrowing Decisions
by Pavlo llliashenko. The researcher argues that the issue of household behavioral finance has been
insufficiently studied despite the importance of household investment and borrowing decisions.
Overlooking this issue impairs financial decision making, which undermines financial stability. The
author seeks to fill in the gap by conducting a comprehensive review of the most prominent studies
that could help better understand households’ motives.

We hope that the research findings contained in this issue will be valuable to policymakers and
economic experts, and will encourage further research. The Editorial Board invites researchers
working in the fields of economics and finance to contribute to scientific debate and submit their
own manuscripts for publication in the Visnyk of the National Bank of Ukraine. The articles from our
journal are included in the largest bibliographic database dedicated to economics, IDEAS/RePEc, and
are indexed by a highly respected platform for publishing scientific achievements, Index Copernicus
International. We are looking forward to our cooperation.

Best regards,
Dmytro Sologub
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NOWCASTING UKRAINE'S GDP
USING A FACTOR-AUGMENTED
VAR (FAVAR) MODEL

Anton Grui Roman Lysenko

National Bank of Ukraine National Bank of Ukraine

E-mail: Anton.Grui@bank.gov.ua E-mail: Roman.Lysenko@bank.gov.ua
ABSTRACT

This article presents an approach for nowcasting the current value of Ukraine’s quarterly GDP. The approach uses leading
indicators with a different disclosure frequency. We generalize data from a set of explanatory variables into several factors by
using principal components analysis and estimate the factor-augmented VAR (FAVAR) model. Our system incorporates new
data as they are published throughout a quarter to adjust GDP nowcasts. In addition, we research the influence of separate
data releases on the accuracy of forecasts.

JEL Codes: C53, C82, E17

Keywords: principal components, nowcasting, factor model

I. INTRODUCTION

Where is the economy heading and what is the current rate of economic growth? Real quarterly GDP is one of the best
indicators of an economy’s course and growth rate. However, GDP is reported well after the end of a quarter, while decisions
on economic policy require real-time information about the current state of the economy. International practice has shown it
possible to obtain that information through so-called nowcasting models that allow an assessment of the state of an economy
before official data is disclosed.

Nowcasting refers to the forecasting of data for the current time period. The central banks of most advanced economies use
nowcasting. Given the time lag between changes to monetary policy and their effect on the economy, central banks need early
readings of the current economic situation. Among other things, the timely detection of economic shifts is needed to achieve
and maintain price stability.

In macroeconomic forecasting, there may be a large number of possible explanatory variables. Factor analysis makes it
possible to distinguish the main drivers of variation within a set of variables. Thus, a lower number of estimated factors can
summarize a sizable amount of information from a large system.

Factor-augmented (factor) models carry numerous advantages. First, they can cover many variables to avoid the problem of
a lack of degrees of freedom. Moreover, incorporating a large amount of information helps to yield more accurate estimates
for forecasting and macroeconomic analysis. Second, factor analysis can discard a variable’s own shocks that have no impact
on overall trends within a system. Those shocks may include errors of measurement. In this way, monetary policy receives a
reliable signal from the economy and is not compelled to react to noise. In addition, distinguishing general economic factors
and shocks is an important task in macroeconomic analysis. Third, factor models remain agnostic about an economy's structure
and are not dependent on economic assumptions.

This article develops and investigates the forecasting performance of a factor model for nowcasting Ukraine’s GDP. This type of
model should be based on accessible leading indicators and should make use of information as new data is released. Forecasting
performance is assessed using experiments on pseudo out-of-sample forecasting. We simulate a real situation with limited time
spans of data available for estimating factors and equation coefficients. The model is capable of re-estimating the factors and
coefficients as new data becomes available and to gradually adjust GDP nowcasts. However, the design of these types of experiments
differs from the ideal one, because it uses the latest available data . Some historical data might have been reviewed post factum.

This article is built as follows: section 2 contains an overview of literature; section 3 analyzes Ukraine's GDP dynamics over the past
10 years; section 4 describes the data and the factors built on the basis of the data, provides an economic background for the factors,
and presents their relationship to GDP dynamics; section 5 presents the nowcasting model, provides a timeline of the relevant new
data releases, provides a simulation of the quarterly nowcasting procedure, and analyzes forecast errors; and section 6 concludes.

https://doi.org/10.26531/vnbu2017.242.005 © National Bank of Ukraine, 2017. All rights reserved _
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Il. LITERATURE OVERVIEW

Using estimated factors as regressors to nowcast year-on-year GDP growth is the key topic of this research. The factors are
calculated using a large set of variables.

Let X=[x

v - X' — be a vector of N observed time series describing the economy. Each of its elements can be presented as

Xi[: Ai1f1t+ +AinRt+ ur’t’
or in matrix form
X=AF+U,
where U=[u,, ... ,u, ]'— represents the vector of the own shocks of observed variables, F, = [f,, ... .f,]'— represents the vector
/\11 AlR

XA

R1 NR

consisting of R unobserved common factors, and A = represents the matrix of loadings.

Breitung and Eickmeier (2006) estimate a matrix of loadings using Principal Component Analysis (PCA). Section 2 in the
above paper describes the technical aspect of this tool. The factors F, calculated using PCA are orthogonal and are called
principal components.

Factor models are used in building economic indicators, analyzing economic policy, and forecasting.

The Chicago Fed National Activity Index (CF-NAI) and EuroCOIN are among the most famous economic indicators. The
CF-NAl is calculated as the first principal component of a series of economic activity indicators in the United States. The index
was developed by Stock and Watson (1999) and found to be useful when forecasting inflation. In the more current paper by
Brave and Butters (2014), the index is used to nowcast GDP. EuroCOIN is a common component of euro area countries’ GDP.
The index was proposed by Altissimo et al. (2001). Similarly, Cristadoro et al. (2001) construct a measure of core inflation for
the euro area, while Kapetanios (2004) does so for the United Kingdom.

Forni et al. (2004) and Giannone et al. (2004) use factor analysis to detect structural shocks that form the common dynamics
of economic variables, and discuss the constructive feedback from monetary policy. Moreover, Taylor's rule with estimated
factors included is more sustainable and reliable monetary policy rule.

Bernanke et al. (2005) study the effect of the interest rate on the economy using factor augmented VAR (FAVAR) models. VAR
models provide a consistent analytical approach. However, they are vulnerable to the problem of a lack of degrees of freedom.
It is natural to build models based on estimated factors that effectively generalize information from many macroeconomic
variables. Below is the resulting specification:

[l-eul7]o.

where 8, is white noise, F, is the vector of factors estimated via PCA, @(L) is the lag polynomial, and i, is the federal funds
interest rate.

Gupta et al. (2010) use a similar specification to assess the effect of defense spending on the U.S. output.

Factor models are used widely as a forecasting tool. Stock and Watson (1999) study inflation forecasting using the Phillips
curve, while replacing the unemployment rate with an estimated index of U.S. business activity. The ability of that type of
factor model to yield out-of-sample forecasts exceeds the ability of univariate methods or of the simple Phillips curve. Stock and
Watson (2002) use first principal components to forecast industrial production in the short-run. Given the ability to forecast both
inflation and real values, Bernanke and Boivin (2003) suggest including factors in the function of the monetary policy reaction.

Forni et al. (2005) forecast inflation and industrial production for the euro area, Brisson et al. (2003) — some real values for
Canada, and Artis et al. (2005) — for the United Kingdom. Projected variables are usually defined as functions of their own
current and previous values and of current and previous values of estimated factors.

Stock and Watson (2006) scrutinize the approach of Bernanke et al. (2005) and suggest that FAVAR can be used for forecasting.
Itkonen (2016) describes the use of that style of model to nowcast Finland's GDP.

In general, the forecast parameters of factor models are encouraging. They outclass univariate methods and models with
fewer variables. However, it should be noted that the choice of a set of variables for the analysis is often random. At the
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same time, the same set can be used to forecast different values. Bovin and Ng (2005) suggest using only variables with high
explanatory power in relation to the value being forecast.

The forecasting procedure is usually conducted in two steps. The first is to estimate several unobserved factors from a large
set of variables. The PCA is conventionally used, and we use it in our paper. Some papers, including Giannone et al. (2008) and
Porshakov et al. (2015), use the Kalman filter to estimate and recursively forecast factors. The second step is to use the estimated
factors as explanatory variables to build a linear forecast model. Baribura and Rinstler (2011) and Angelini et al. (2011) show
that the Kalman filter can take both steps simultaneously.

In this paper, we construct and adjust nowcasts for quarterly real GDP growth in annual terms using leading indicators. By
“leading indicators”, we refer to indicators for which new data gradually appear over the course of a quarter.

This type of nowcasting model must combine monthly leading indicators with quarterly ones. In addition, it must work with
ragged edges — observations for certain variables may be missing at the end of a sample. These types of models are called
bridge equations, as they form bridges between observations with different frequencies.

The use of bridge equations is explored by Angelini et al. (2011). The authors simulate nowcasting euro-area GDP in pseudo
real time using successive releases of monthly data. The Kalman filter copes with ragged edges and combines individual
indicators into factors, while incorporating multidimensional information to forecast missing observations. This approach was
first proposed by Giannone et al. (2006). Univariate methods are a more typical approach to forecasting missing observations
of explanatory variables. In particular, in our study we rely on a random walk process.

Angelini et al. (2011) incorporate new data twice a month, which allows them to gradually improve a model's forecasting
performance. Survey data carry considerable explanatory force as they provide information with a shorter delay than do indices
of economic activity. Researchers have also found that bridge equations with factors have better forecasting performance than
forecast averages of bridge equations with separate explanatory variables.

Bragoli et al. (2014) incorporate daily data releases from various sources to update nowcasts of Brazil's GDP, a noteworthy
approach.

I1l. HISTORICAL DYNAMICS OF UKRAINE'S GDP

Ukraine's real GDP dynamics is notable for its substantial volatility. A time series of rates of change of Ukraine’s quarterly
real GDP in annual terms from 2006 to 2017 includes two crisis periods (2008—2009 and 2014-2015), during which GDP fell
materially (by —19.6% in Q1 2009 and —15.5% in Q1 2015) (see Figure 1).

Figure 1. Real GDP
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The sharp fall of Ukraine's real GDP from 2008 to 2009 was caused by capital flight related to the global financial and economic
crisis. Commodity markets also deteriorated at that time. Commodities account for a large part of Ukraine’s foreign trade, and
the market turmoil caused a decline in the output of key export-oriented industries. In addition, business activity was affected
by the realization of risks accumulated in the banking sector after the overheating of the real estate market from 2007 to 2008.
That overheating manifested itself in the form of a credit boom, including in foreign currency debt.

A slow recovery of the global economy after the 2007—2009 crisis resulted into a weak recovery of Ukraine's economic growth.
From 2010 to 2013, the average growth of real GDP came in at 2.5%.

In Q4 2014, real GDP fell by 14.4% y-o-y. That resulted from geopolitical and economic shocks, including Russia’s annexation
of Crimea in March and the escalation of the military conflict in eastern Ukraine in August and September 2014. The breakdown
of production and logistical ties between the government-controlled and non-government controlled areas caused a steep drop
in industrial production and exports.

Since 2016, the Ukrainian economy has been recovering, but growth remains unstable. Ukraine’s GDP growth is affected by
external factors because the foreign trade of the country remains reliant on raw materials and because of the continuing military
conflict in eastern Ukraine.

Consequently, the causes of crises in the Ukrainian economy differ. They are hard to predict using only models based on
economic theory. Ukraine is a small open economy, which continues to be affected by external factors. Therefore, even under
conditions of relative stability, forecasting current economic activity is not a straightforward task.

IV. DATA AND ASSESSED FACTORS
The dataset we use to build unobservable factors includes 20 indicators. Among them:

e indices of key sector output?® (IKSO) (industry, agriculture, construction, trade and transport, expressed as the annual growth
in real production — nine indicators in all, published monthly);

* business outlook surveys? (assessments of financial and economic standing, expectations of sales and investment etc., as the
annual change in the balance of positive and negative replies — a total of 11 indicators, published quarterly).

Monthly data are converted into quarterly data by taking the arithmetic mean for the three months of the quarter. Missing ob-
servations are projected using the random-walk process. Our study contains some fewer indicators than other studies. However,
all the indicators have explanatory power for estimating GDP. This model retains the advantages of factor models.

Below we consider the factors we built for all explanatory variables based on available data up to and including Q2 2017.

We use factors (principal components) to generalize changes in all available observable variables by using principal com-
ponent analysis. Table 1 shows the correlation matrix between the variables (rows) and the top three principal components
(columns). Each coefficient, if squared, determines the variation percentage for each variable explained by the relevant factor.
Therefore, the sum of the coefficient squares in the row opposite each variable determines the variation percentage of this vari-
able explained by the top three principal components. In contrast, the sum of the coefficient squares in the column opposite
each factor divided by the total number of variables shows the variation percentage for the entire system that is explained by
that factor.

Estimated principal components serve as estimates of the unobservable key economic shocks’ realizations. However, these
components do not necessarily allow a direct structural interpretation since they can be linear combinations of real economic
factors.

The first principal component is a generalized indicator for the country’s economic activity since it determines both growth in
key sector output and positive change in the business outlook. In addition, it explains 57% of all variation in the system. Most
variables have a significant positive correlation with the component (0.46-0.95), except:

e the index of agricultural output, a volatile indicator that does not correlate with the growth in the output of other industries.
However, this index depends heavily on the second and the third components;

e current stocks of finished goods, an indicator that is negatively correlated with an increase in demand, but positively cor-
related with agricultural output. Once again, the second and the third components have a decisive influence on the indicator.

* Source: Ukraine’s State Statistics Office.
2 Source: National Bank of Ukraine.
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Table 1. Correlation Matrix

PC1 PC2 pcg  Explained

variation
Agriculture -0.06 0.41 0.61 0.54
Mining industry 0.80 0.22 0.40 0.85
Manufacturing industry 0.95 0.13 -0.03 0.92
Production of electric power, gas and water 0.84 0.04 0.31 0.80
Construction 0.79 0.45 -0.09 0.84
Retail trade 0.60 0.70 -0.02 0.85
Wholesale trade 0.87 0.24 0.07 0.81
Freight transport 0.88 -0.04 0.17 0.81
Passenger transport 0.59 0.62 -0.35 0.86
Current financial and economic standing 0.90 0.01 -0.20 0.86
Financial and economic standing expected in the next 12 months 0.85 -0.41 0.17 0.92
Change in sales expected in the next 12 months 0.87 -0.28 0.11 0.85
Change in export sales expected in the next 12 months 0.78 -0.33 0.10 0.73
Current stocks of finished goods -0.37 0.65 0.35 0.69
Current ability to meet an unexpected increase in demand 0.56 -0.02 -0.25 0.37
Investment change expected in the next 12 months 0.91 -0.29 0.00 0.91
Staff level change expected in next 12 months 0.91 -0.35 0.06 0.95
Borrowing needs expected in the next 12 months 0.46 -0.30 -0.36 0.43
Current availability of loan 0.86 -0.10 0.03 0.76
Intentions to take out loans in the near term 0.48 0.59 -0.45 0.79
Explained variation 0.57 0.14 0.07

The second main component is an indicator of opposite shifts in business sentiment (negatively correlated, except intentions
to take out bank loans) and the actual output of key sectors (positively correlated, including with current stocks of finished
goods). The second component determines 14% of the variation in the set of variables.

The third principal component is difficult to interpret. We observe positive or insignificant correlations with the indices of out-
put for key sectors, but not with passenger transportation. This component is negatively correlated with assessments of current
financial and economic standing, the ability to meet a sudden increase in demand, future borrowing needs, and the intention
to take out loans. In contrast, positive correlations are observed with the current stocks of finished goods and expectations of
future financial and economic standing, sales, investment, or the number of employees. The third component explains 7% of
the total variation.

The fourth and subsequent components are not used in this study as they explain only a small percentage of aggregate
dynamics in total inputs. We have set a peculiar threshold value at 5% of the total variation, which is the mean across all 20
possible principle components. This approach was first proposed by Kaiser in 1960. That approach is not necessarily suitable for
choosing the number of variables to be used in a VAR model. However, we have empirically determined that using additional
principal components does not improve the model’s forecasting performance.

The annual change in GDP and the top three principal components are shown in Figure 2. The dramatic decline and recovery
in GDP that occurred in 2008 and 2009 were accompanied by significant negative values in the first component, with the second
and third component having higher values. In contrast, all three components were negative when GDP dropped in 2014 and
2015. The first component has persistently had high values since the beginning of 2016, which can be a sign of an economic
recovery in Ukraine. However, the volatile factors that are responsible for the second and third component continue to restrain
the recovery.
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Figure 2. Real GDP and Main Components
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V. NOWCASTING UKRAINE’S GDP

Nowcasting the year-over-year change in quarterly real GDP is done based on a relatively large number of explanatory vari-
ables represented by leading indicators. The use of a factor-augmented VAR model (FAVAR model) is as follows:

-0l

where y, represents annual GDP growth. The factors F, are shifted forward by one quarter to incorporate the most recent data
for the input variables that is made public before the official GDP reading is published.

The final version of the model builds a relationship with only one lag. Effectively, the estimation of current GDP growth is
simplified to the indicator’s linear dependence on its previous value and the values of the factors for the current quarter. VAR
forecasting takes place when no data for the target quarter and GDP readings for the previous quarter are available.

All the relevant information to estimate GDP under our specification includes business outlook survey findings, output for
key sectors for three months, and GDP estimates for the previous quarter. Those data are made public at different times. The
third month of output data for key sectors appears last, approximately on the 23rd day after the end of a target quarter. This
enables backcasting on the basis of a full set of inputs. Backcasting can be useful since the State Statistics Office provides pre-
liminary estimates only on the 45th day after the end of a reporting quarter.

Economic policy, however, requires real-time estimates. The first nowcasts for change in GDP in the current quarter can be
made at the beginning of the quarter. On day zero of quarter t, we have business outlook survey results for quarter t-1 and IKSO
growth for the first two months of quarter t-1. IKSO component data for the three months of t-1 come out on the 23rd day.
Thus, all the relevant information gradually becomes available over the course of 113 days after the start of the target quarter.
Figure 3 shows an approximate schedule for the release of new data.
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Figure 3. Publishing Schedule for Relevant Inputs
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The earliest data for the target quarter are released on the 53rd day when IKSO growth data for month one are published.
Up to that point, current economic activity is estimated based on data from the previous quarter.

Assessing the quality of forecasts is essential for building and applying forecast models. To that end, we compare forecasts to
actual data, with the difference between the two being the forecast error. Although the root mean square error (RMSE) is the
most frequently used measure of a model’s quality, this measure overestimates the values of errors in our simulations due to
the structural changes that occurred in 2014 and 2015. That is why we use the mean absolute error (MAE).

We also revise the nowcasts each time new relevant information becomes available. It is thus important to know what data
were available when a particular forecast was made. To estimate the forecasting performance of models we use pseudo-out-
of-sample forecasting. Estimates are made for the period from Q1 2012 through Q1 2017. More specifically, we use a total
of 21 observations to determine the forecasting performance of various models and specifications. Figure 4 shows the first
forecast that becomes available at the beginning of the target quarter and the last forecast that becomes available on the 23rd
day after the end of the target quarter.

Model parameters are estimated based on the historical period that precedes the forecast period. That is why the param-
eters are revised each time this period is extended — just as would have been done in the case of a real time forecast.

Figure 4. The Forecasting Performance of the First and Last Iterations of a FAVAR Model
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The forecasting performance of the last nowcast is reasonably high both in the relatively stable 2012-2013 and in 2014-2015 when
structural changes occurred. The quality of the first nowcast is poorer — among other things, it failed to predict the drop in GDP in
2014 in time. However, it was reasonably accurate in simulating the general downward trend and the subsequent recovery in 2016.

Overall, the forecasting performance of FAVAR models gradually improves as new data become available (Table 2). A nowcast
that is produced on day zero of the target quarter may incorporate findings of the business outlook survey for the previous
quarter, or it may disregard such findings (iteration (1) and (2)). It appears that predictions that did not rely on these findings
were more accurate. This suggests that businesses are not very good at predicting economic activity beyond the current quar-
ter. Figure 4 specifically reports forecasts that do not draw on survey findings.

Table 2. Comparisons of Mean Absolute Errors in Forecasts Produced based
on the FAVAR and Alternative Models

Days 0 0 23 45 53 70 80 83 113
Iterations (1) (2) (3) (4) (5) (6) (7) (8) )
FAVAR 2.15 1.76 1.56 1.56 1.88 1.36 1.31 1.14 1.05
Random walk 4.61 2.78 2.73

Business Expectations Index 2.60

Adjustments made by

Ukraine’s State Statistics Office LY/

Ukraine’s State Statistics Office releases preliminary estimates for the change in GDP on the 45th day of the following quar-
ter. These data are later adjusted on the 80th day. The mean absolute correction in the studied period is 0.37 pp, which is the
lower boundary of the model’s forecast error. This means that even an ideal forecast of preliminary estimates is not free from
errors if compared to the revised data.

The upper boundary in our study is the error of the random walk forecast, in which each subsequent value is forecasted to be
equal to the previous one. Up to the 45th day, the random walk forecast is growth in the quarter that precedes the last quarter;
up to the 80th day, it is preliminary estimates; and after the 80th day, it is revised estimates for the last quarter. The values of
mean average errors are reasonably high, which is attributed to the sharp drop in GDP that took place during the study period.
The simulations of pseudo-out-of-sample forecasts show that the capabilities of our FAVAR model significantly exceed those
of the random walk model.

The errors of the FAVAR nowcasts decrease with the published data on the rate of IKSO change for the third month of the
previous quarter (iteration (3)). However, these errors increase after accounting for the rate of IKSO change for the first month
of the current quarter (iteration (5)). This shows that data for the first month of a quarter usually do not reflect the change for
the entire quarter. Accounting for the results of the business outlook survey for the current quarter (iteration (6)) significantly
improves the forecasting performance of the model.

The Business Expectation Index (BEI), which is described in Lysenko and Kolesnichenko (2016), is calculated only based on the
findings of the business outlook survey. Since this index can also be used as an explanatory variable when making short-term
GDP estimates, we included the model for estimating short-term GDP that appeared in the above study (Table 5, column 3). It
appears that the forecasting performance of our FAVAR model are higher than those of the model that relies on the BEI alone.

VI. CONCLUSION

This paper aims to develop a factor model to nowcast Ukraine’s GDP and to study its forecasting performance. The FAVAR model
described in the paper is based on leading indices of output across key sectors and the findings of business outlook surveys. The
model can be used for the intended purpose. Using the model for pseudo-real-time nowcasting shows that the model’s forecast-
ing performance exceed those of a random walk model and the forecasts that rely on business outlook survey findings alone.

We study the publishing schedule for relevant inputs and propose a timeline for revising current GDP estimates. This paper
found that the overall accuracy of nowcasts improves as more data become available. More specifically, accounting for business
outlook survey findings proved important in decreasing the error of current GDP estimates. At the same time, the survey findings
failed to increase the accuracy of forecasts beyond the current quarter.

The paper also describes factors that were generated from a relatively large set of variables, using principal component analy-
sis. The first component explains 57% of the total system variation, and can be interpreted as the index of total business activity.
Follow-up studies can focus on a more detailed analysis of this and other components, as well as the economic factors on which
the components are based. A separate study should deal with the implications that generalized factors yield for monetary policy.
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Potential areas for additional study in the area of nowcasting Ukrainian GDP and other real variables include expanding the list
of explanatory variables and applying the Kalman filter.
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ABSTRACT

This paper proposes changes to the deposit guarantee system in Ukraine to enhance its contribution to the country’s financial
stability. The proposals are supported by an analysis of the evolution of international research and practices on building
effective deposit guarantee systems in Europe and globally. The proposals also consider the current post-crisis environment
and the problems of Ukraine’s current deposit guarantee system.
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I. INTRODUCTION

Deposit guarantee systems have a substantial impact on a financial system’s resilience and its ability to mitigate the
consequence of shocks and crises, primarily by preventing bank runs and by expediting the resolution of failing institutions.
Ukraine’s current deposit guarantee system is undergoing a transformation, which was prompted by the lessons learned from
past crises and a need to adopt European standards. It is important to ensure that those changes also contribute to financial
stability. Therefore, this paper proposes improvements to the deposit guarantee system that will promote greater financial
stability and contribute to the adoption of international best practices. This paper’s focus on the macroprudential aspect of
the transformation of the deposit guarantee system is new for a study focused on Ukraine.

Globally, a greater emphasis on financial stability in the functioning of deposit guarantee schemes (DGSs)? emerged gradually,
often spurred by crises. The global crisis of 2007-2009 pushed the process ahead significantly. Changes stemming from that crisis
yielded some common trends for DGSs in terms of the expansion of mandates, the scope of participating credit institutions,
changing approaches to funding, and deposit coverage. One of the most important changes in terms of the enhanced
macroprudential aspects of the functioning of DGSs came with a gradual transition towards differentiated risk-based contribution
of banks to DGSs (mostly in some advanced countries so far). Also after the crisis, a greater number of countries adopted explicit
DGS and attempts to establish international principles for the work of DGSs based on a consensus among leading researchers.

Ukraine’s Deposit Guarantee Fund (DGF) had to weather a large-scale w-shaped crisis. The second wave in 2014 coincided
with the start of the financial sector clean-up and put the DGF’s institutional and financial capacity to the test.

In response to the crisis and the general demand for best European and global standards, which was building over more
than a decade among experts and wider public, Ukraine has initiated a reform to enhance the capacity of the DGF. However,
there is no consensus for some key elements of those changes. Moreover, the macroprudential aspect of the evolution of DGSs
(especially in Ukraine) has not been investigated properly, which makes this topic especially relevant.

This paper follows the following structure: chapter two looks at the evolving vision of the role of DGS in financial safety
nets; chapter three outlines the major global developments in DGSs and their significance for financial stability; chapter four
summarizes the key challenges that faced Ukraine’s DGS over the crisis years and the measures enacted to address them; and
the final chapter makes recommendations on the reform of Ukraine’s DGF in light of its contribution to financial stability.

1 Disclaimer: Views expressed in this article are those of the author and do not necessarily match with the views of the National Bank of Ukraine.
2 DGS will also appear in the text for Deposit Guarantee System.

© National Bank of Ukraine, 2017. All rights reserved https://doi.org/10.26531/vnbu2017.242.030
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Il. ROLE OF DEPOSIT GUARANTEE SCHEMES IN FINANCIAL SAFETY NETS

The DGS plays a key role in any financial safety net (Figure 1). The safety net contributes in two ways to financial stability:
the deposit guarantee (insurance) prevents bank runs as the funds of most depositors remain covered even if a bank fails,?
and it offers the means to support solvent banks that experience temporary liquidity problems and for a timely resolution of
insolvent banks — thus promoting the continuous operation of the financial system (Schich, 2008).

The contribution of a DGS to financial stability is mixed (it can even be negative), as noted for the US (Kane, 1989) and a wider
selection of countries (Demirglic-Kunt and Detragiache, 1998; Demirglic-Kunt and Huizinga, 1999). On one hand, insufficient
deposit coverage (both in terms of the scope of depositors covered and the amount covered) raises the risk of bank runs during
banking crisis that can result in substantial deposit outflows. On the other hand, the overprotection of depositors through
guarantees may lower the incentive for depositors to choose banks responsibly and for banks to use deposits carefully. That
leads to an increase in risks to financial stability. Some studies (Kane, 2009; 2016) have shown that the role of certain financial
stability nets during the last crisis was unfair in social and economic terms as some used public funds to preserve the wealth
of the owners of large financial institutions. In addition, different guarantee terms (if not priced into deposits) for financial
institutions competing on the same markets result in regulatory arbitrage and harm competition (Kane, 2016).

Figure 1. Financial Safety Net in Ukraine
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Notes: * Discussion platform that brings together the heads of the NBU, Ministry of Finance, DGF, National Securities and Stock Market
Commission, National Commission for State Regulation of Financial Services Markets.

Faced with that dilemma, the world accepted the notion that DGSs should first protect depositors who lack the knowledge
or skills to assess risks. However, the definition of those depositors varies in different jurisdictions.

DGSs began evolving early in the 20th century. The national Federal Deposit Insurance Corporation (FDIC) was established
in the US in 1933 (a predecessor to the FDIC emerged in the 1920s).* Discussions on building efficient DGSs intensified before
and after the Savings and Loans crisis in the 1980s in the US and after the asset price bubble burst in Japan in the early
1990s. The first fundamental studies on the subject appeared at that time: estimating deposit costs and insurance premiums
(Merton, 1977, 1978; Buser et all., 1981; Ronn and Verna, 1986); the effect of deposit insurance on bank runs and bank liquidity
(Diamond and Dybvig, 1983; Chari and Jagannathan, 1988); the relationship between public and private DGSs (Ely, 1985); the
effect of participation in a DGS on bank capitalization (Dowd, 1993); an analysis of relations within a DGS in a “principle-agent”
framework (Kane, 1995; Calomiris, 1996).

Debates on the introduction of risk-based premiums in deposit insurance also started in the late 1980s (Scott, 1987; Hall,
1990; Berger, 1994). In 1992, the US became the first jurisdiction to implement that type of framework.

3 Studies show that DGSs in general did this during the global financial crisis (Demirgiig-Kunt et al., 2014).
4 M. Friedman in 1959 named it “the most important structural change in our monetary system in the direction of greater stability” (Friedman and Schwartz, 1983).
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In response to the crises in the late 1990s, international financial institutions began recommending explicit® DGSs (Folkerts-
Landau and Lindgren, 1998; Garcia, 1999). The concept of “financial safety nets” also emerged at that time (Kane, 2000), which
was also promoted by the IMF and the World Bank.

The global economic crisis of 2008-2009 propelled a new discussion of the spread and modernization of DGSs and of their
role in financial stability nets. Several authors offered a holistic approach to building/transforming DGSs based on analyses
of the empirical experience in a growing number of countries (Demirguc-Kunt and Kane, 2002; Demirguc-Kunt et al., 2007,
2008; 2014). A consensus began building around the notion that the DGS target size, its funding, coverage scope and caps
must ensure a balance between protecting depositors and preventing bank runs on one hand and limiting moral hazard on the
other. In other words, most retail depositors must be protected but, given a cap on coverage, large depositors must evaluate
and take risks themselves.

The crisis of 2008-2009 also drove Ukrainian researchers to analyze the impact of DGSs on financial stability. Baldych (2009)
examined information asymmetry risks in the banking sector, while Dovgan (2012) examined the issue in terms of banking
system resilience. Other researchers analyzed the compliance of national DGSs with International Association of Deposit
Insurers (IADI) recommendations (Serpeninova, 2014), EU standards (Kovalenko, 2013), and the practices of the EU and US
(Karcheva et al., 2016). These and other Ukrainian researchers mostly recommend the EU model as key anchor for a reform of
the domestic system.

I1l. DEVELOPMENT OF DEPOSIT GUARANTEE SYSTEMS IN EUROPE AND AROUND THE WORLD

Starting in the 1990s, DGSs had spread actively globally, including in Central and Eastern Europe. The 2007-2008 crisis (and
partially the 1997-1998 crisis before that) tested the resilience of DGS models. Their ability to weather the crises was analyzed
and the outcomes supported international recommendations on the frameworks, mandates, funding, and coverage of DGSs.

After the crises of the late 1990s, the IMF reviewed best practices for the design of DGSs (Garcia, 1999; Garcia, 2000), but
the review only yielded general conclusions and recommendations.

In 2009, the Basel Committee on Banking Supervision and IADI proposed 18 core principles for effective deposit insurance
systems. The principles outlined institutional aspects (public policy objectives, mandates, independence, moral hazard), is-
sues of cooperation (within the financial safety net and cross-border issues), coverage levels and scope (inter alia exposing
large deposits to market discipline), membership, funding, public awareness, efficient resolution, reimbursement, and DGS
cost recovery. In 2012, the Financial Stability Board (FSB) reviewed the progress in the implementation of those principles and
proposed additional recommendations, including the transition to an explicit DGS. In 2014, IADI updated and reinforced some
of the principles (governance, funding, reimbursement), enhanced the role of the DGS in the bank resolution process, and
strengthened the emphasis on moral hazard.

In 2011, the FSB published Key Attributes of Effective Resolution Regimes for Financial Institutions (updated in 2014). The
document stressed the need for cooperation between authorities responsible for deposit insurance and bank resolution as
well as for protecting the rights of depositors and creditors during the resolution process.

The regulation of DGSs in the EU followed global trends, but the essence of the union pushed the harmonization deeper. The
first EU Directive on DGS was approved in May 1994 (94/19/EC); it required deposit insurance at all credit institutions, defined
the scope of eligible deposits and types of non-eligible deposits (e.g., deposits from other financial institutions), set time limits
for reimbursement and single coverage cap — ECU 20,000 (European Currency Units, a basket of European Community member
currencies). In 2009, amendments to the directive raised the cap to EUR 100,000.

In April 2014, EU Directive on DGS 2014/49/EU replaced Directive 94/19/EC. The new directive outlined a unified approach
to funding for DGSs through regular risk-based contributions from participating banks, coverage of both the principal and
accrued interest (irrespective of the currency of deposit), decreasing terms for reimbursement (to 7 days from 2024), wider
depositor awareness, and the establishment of a single DGS at the EU level.

The EU Directive on bank recovery and resolution (2014/59/EU, BRRD) named the protection of covered depositors as a key
factor defining the resolution option and regulated cooperation of deposit insurance and bank resolution authority.

Those recommendations and the regulations of international authorities outlined the basic guidelines that shaped the de-
velopment of DGSs.

Predominantly explicit DGSs. Both approaches — expected state intervention during a crisis and an explicit DGS — have pros
and cons. The first approach leaves the state room to maneuver in rescuing banks and assisting depositors; however, the rules

5 Sources identify distinct implicit and explicit (institutionalized) DGSs. In implicit structures, the government does not formally commit to cover depositors, but does
rescue banks and depositors when crises hit. In an explicit DGS, national deposit insurers have a clear mandate. Globally, the number of explicit DGSs is growing
(Deposits, Deposit Guarantee Schemes and Bank Resolution (2013). Clifford Chance).
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remain ex-ante unclear to market participants and depositors, and available funds may prove insufficient. If an explicit DGS is
established, the necessary funds for depositor reimbursement and/or bank rescue should already be available by the crisis;
however, this requires an appropriate framework and regular ex-ante contributions from banks.

Ex-ante funding. Ex-post implies that in the case of individual bank failures, remaining solvent banks establish a fund to cover
actual reimbursements.® This approach is pro-cyclical as the contributions by solvent banks create pressure on their own bal-
ance sheets under unfavorable financial (post-) crisis conditions. In addition, more efficient banks (e.g., in terms of risk man-
agement) pay for insolvent banks (temporarily). In practice, that dilemma can be offset through required bank reserves (such
as in Switzerland) or by combining ex-ante and ex-post elements in the DGS (such as in Poland) (see Figure 2). Two important
advantages of ex-ante systems (where deposit guarantees funds are established in “good times”) are their clear rules and the
ability to set ex-ante requirements (including macroprudential requirements).

Figure 2. Approaches to funding DGSs by jurisdiction
(76 jurisdictions in 2012, 100 jurisdictions in 2016)

m Ex-ante
m Other

m Ex-post

Sources: IADI surveys in 2012 and 2016.”

All credit institutions participate in the DGS. In the EU, DGSs cover deposits at all credit institutions, including credit unions.
In some countries, more products are guaranteed (e.g., insurance policies), meaning insurance companies and other financial
institutions also participate in the DGS. This wider scope of participants helps mitigate threats to fair competition (by limiting
the room for regulatory arbitrage) and expands the impact of a financial safety net.

International levelling of covered amounts (at a higher level). Covered amounts have increased on average from pre-crisis
rates (or they have appeared in jurisdictions that previously had no explicit DGS). With the outbreak of the global crisis, cov-
ered amounts surged or unlimited coverage was offered as a part of anti-crisis measures. In the aftermath of the crisis, some
of these measures were eliminated; however, in many cases, the covered amounts exceeded pre-crisis levels and tended to
converge to certain international standards, close to those adopted in leading economies. The EU was one of the main drivers
of that process, unifying the approaches to deposit insurance (likely attempting to fight regulatory arbitrage) (see Appendix 1).
The negative consequence of that trend is that covered amounts now are less correlated with per-capita income. Moreover,
increasing the coverage cap in low income countries, if it is not supported by growth in the economy and wealth, may create
moral hazard for better-off households.

¢ Research and Guidance Committee IADI (2009) Funding of Deposit Insurance Systems. Guidance Paper.
7 1ADI Deposit Insurance Survey (http://www.iadi.org/en/core-principles-and-research/deposit-insurance-surveys/) comprises IADI member jurisdictions. The 2016 survey

reflects the period ending 31 December 2015; the survey results were published in August 2017.
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Insurance coverage irrespective of the currency of deposit. Most jurisdictions with explicit DGSs cover deposits in the domes-
tic currency and convertible currencies.® The reimbursement is typically offered in the local currency at the exchange rate at
the time of the bank’s failure (DGSs do not take on FX risks).

Wider scope of covered depositors. In accordance with the notion of protecting the deposits of those who are unable to
evaluate risks, many countries (primarily advanced nations) extend deposit coverage to non-individuals. Most frequently, the
insurance is extended to cover the deposits of SMEs, non-profit organizations, and sometimes non-financial corporations or
small local authorities (see Figure 3). Since the coverage cap remains the same, that practice is congruent with the aforemen-
tioned notion: the compensation is still not material for large corporations.

Figure 3. Scope of deposit coverage by depositor type

M Deposits: personal only

B Deposits: personal, incl.
entrepreneurs

Deposits: personal, legal
entities, non-profit
organizations

B Deposits: personal, legal
58% entities, certain fin.
Institutions, and/or small
local authorities

Notes: For 45 jurisdictions.
Source: Financial Stability Report of the National Bank of Ukraine, December 2016.

Transition to regular risk-based contributions from DGS participants. That approach is already being used in EU member-
states, Canada, Hong Kong, the US, Malaysia, Norway, Singapore, Thailand, Turkey, Russia, and Kazakhstan.

Approaches to calculation of risk-based premiums vary from relatively simple (as in Hong Kong® or Russia,’® which have three
rates depending on the risk category with relatively uncomplicated formula for defining categories) to more complex ones. The
latter allow varying premium rates within a category and differentiation depending on bank size (as in the US).** The common
feature of all the approaches is that premiums for institutions with high risks can be times (or even by order) higher than for insti-
tutions with low risk. Most regulators leave room to adjust premiums by assessing qualitative indicators for a financial institution.

We identify two patterns among the variety of approaches to risk-based premiums: formula-based risk-weighting (used in
the EU) and scoring-based risk-weighting (used in the US, Canada, Kazakhstan, Malaysia, Taiwan).

In 2015, the European Banking Authority (EBA) introduced the formula used in the EU for calculating contributions to the
DGS. The annual contribution for a member institution (Ci) is a product of the contribution rate (CR, identical for all member
institutions in a given year),*? the aggregate risk weighting for the member institution (ARWi), the amount of covered deposits
for the member institution (CDi), and the adjustment coefficient (u, identical for all institutions in a given year). The coefficient
allows the regulator to adjust the amount of contributions each year.

891% of 57 jurisdictions surveyed by IADI in 2016 cover the deposits in both foreign and domestic currencies.

2 Hong Kong Deposit Protection. Board Guidance Note for Payment of Contributions: http://www.dps.org.hk/en/download/guideline/20060817elal.pdf

1% Deposit Insurance Agency of Russia. On setting rates of insurance premiums: https://www.asv.org.ru/for_banks/documents/#

1 Federal Deposit Insurance Corporation: https://www.fdic.gov/deposit/insurance/calculator.html

2 For example, the rates for some EU members in Eastern Europe in 2015 were (in per cent to covered deposits): Hungary —0.14%, Romania — 0.3%, Slovakia — 0.03%;
Latvia — 0.2%.
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The risk-based approach to contributions has the largest macroprudential effect as it encourages financial institutions to
pursue more prudent market strategies (risky behavior makes funding with deposits costlier).

Enhanced responsibility of bank owners and related parties for bank failures. In most jurisdictions, the shareholders (own-
ers) and managers of a bank, as well as related parties are not eligible for compensation if a bank fails. This encourages more
responsible risk-taking in making credit decisions.

The optimal size of a deposit insurance/guarantee fund. National decisions on the optimal DGS size vary greatly from 0.25%
of covered deposits in Hong Kong to 10% of deposits at banks in Russia. The target size of the deposit insurance fund in the
EU is 0.8% of covered deposits. The Single Resolution Fund of the EU, which will reach 1% of covered deposits by the end of
2023, should be added on top of 0.8% of the EU deposit insurance fund. These funds can be used for lending to or resolving
failing banks that would otherwise fail and increase reimbursement amounts. The process of levelling of fund sizes is on-going
in Europe (see Appendix 2).

However, a deposit guarantee fund’s resources typically suffice only to counter a limited crisis. The Bank Guarantee Fund of
Poland assessed that in early 2015 its funds would be only sufficient to rescue the 9th largest bank by assets.'* However, requir-
ing larger contributions from banks to make a DGS more resilient is not a viable alternative as that would ultimately lead to a
contraction of lending activity. Therefore, two aspects are important in defining DGS size. First, to ensure crisis preparedness
of a level that does not harm economic growth. Second, to establish cooperation among members of the financial safety net.
This includes preventing the failure of systemically important institutions, effective information exchange, and instruments of
DGS support from the government and/or central bank.

Enhanced role of deposit guarantee funds in bank resolution. Already in 2011, 65%** of deposit guarantee funds around the
world played a role in bank resolution. Since then, the proportion of deposit guarantee funds that participate in resolutions
has grown gradually. The proportion of “loss minimizers”*> and “risk minimizers”*¢ is on the rise (see Figure 4). There is no clear
correlation between the development of a nation’s economy or financial system and the resolution mandate level. For exam-
ple, EU member states like Belgium and the Czech Republic have “pay boxes”*” while Kenya and Nigeria have “risk minimizers”.

Figure 4. Evolution of DGS mandates in terms of engagement in the resolution
of credit institutions
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Notes: *Changes to the methodology resulted in the split of risk minimizer and loss minimizer mandates in the 2016 survey.
Source: IADI surveys of 2012 and 2016.

13 Maria Sitkowska (2015) Setting the Target Fund Size: Poland country case.

14 |ADI Core Principles for Effective Deposit Insurance Systems, (November 2014): http://www.iadi.org/en/assets/File/Core%20Principles/cprevised2014nov.pdf

15 A Mandate in which the Deposit Insurer actively engages in a selection from a range of least-cost resolution strategies (IADI).

16 A Mandate in which a Deposit Insurer has comprehensive risk minimisation functions, including risk assessment/ management, a full suite of early Intervention and

resolution powers, and in some cases, prudential oversight responsibilities (IADI).

17 A Mandate in which the Deposit Insurer is only responsible for the reimbursement of insured deposits (IADI).
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Banking crises in Iceland (2008) and Cyprus (2012-2013) and the depositor problems they caused raised the issue of cross-
border cooperation between DGSs. In the absence of proper interaction between DGSs, the protection of the rights of a de-
positor who placed money in a foreign bank branch may prove problematic (many host DGS do not cover those deposits).
International cooperation may lower the risk of external shocks for depositors from countries with open financial systems.

Wider depositor awareness. The EU Directive on DGS from 2014 devoted a chapter to depositor awareness of their rights
and the opportunities and limitations of DGSs.

Enhanced institutional capacity and operational efficiency of DGSs. EU norms require that a DGS be stress-tested every three
years to measure its institutional and financial capacity to withstand adverse scenarios and continuously perform key functions.

Therefore, the evolution of European and global DGSs involved greater focus on crisis preparedness (explicit DGS with pre-
dominantly ex-ante funding, extended scope of participation and coverage risk-based contributions, search for optimal Fund
sizes, depositor awareness) and crisis management ability (enhanced institutional capacity of deposit insurers, greater role in
bank resolution). This resulted in rising contribution of DGSs to financial stability.

IV. CURRENT CHALLENGES FOR THE UKRAINIAN DGS

Ukraine’s Deposit Guarantee Fund (DGF, or “the Fund”) together with other members of the national financial safety net had
to deal with the results of the financial and banking crises of 2008-2009 and 2014-2016, as well as the clean-up and reform of
the banking sector since 2014.

By 1 December 2017, the Fund paid out UAH 87.7 billion in total to depositors from insolvent banks. That was a substantial
burden on the Fund, which forced it to turn to the government and the NBU for financial support. That request for support
came despite the Fund’s size (2.5% of deposits) was in-line with the best regional standards (e.g., Poland) and exceeded the EU
average. The share of banks withdrawn from the market (approximately 50% by number and 30% by assets in pre-crisis terms)
was high by national and international standards. That challenge also raised the issue of enhancing the Fund’s institutional and
financial capacity. That would primarily require an increased efficiency in the sale of assets of liquidated banks.

A few factors complicate that objective now: internal factors (the Fund’s lack of resources, including staff, given the scale of the
crisis) and external factors, including the slow recovery of economic activity in the aftermath of the crisis and the poor legal pro-
tection for creditors. The latter stems mostly from the inefficient judiciary and law enforcement, which hinders asset recovery by
lawful owners. As of 1 August 2017, the Fund filed 4,453 lawsuits related to various violations at insolvent and liquidated banks,
with over UAH 429.83 billion in claims.®® Investigations of the cases and court proceedings on most of these cases are ongoing.

Ukraine ranks last globally in terms of asset recovery (post-bankruptcy). According to a World Bank study (2016), a creditor
in Ukraine recovers just 7.5 cents per dollar of assets. Europe and Central Asia average 38.2 cents, while high-income OECD
states average 73 cents.?®

The efficiency of recovery in Ukraine has started to increase, but only gradually. For example, in 2016, the DGF generated
UAH 3.2 billion in proceeds by selling the assets of insolvent banks, and UAH 4.01 billion in the first 11 months of 2017. The
DGF paid out UAH 21.78 billion to covered depositors from insolvent banks in the same period of time.?°

The international agreements Ukraine has signed are another important engine of change to Ukraine’s DGF. The most impor-
tant of those agreements is the EU-Ukraine Association Agreement, under which Ukraine committed to implement EU Direc-
tive 94/19/EC from 1994. In addition, Ukraine is working to introduce international best practices and IADI principles. Some of
Ukraine’s international commitments have time-based benchmarks (e.g., end-2018 for Directive 94/19/EC).

The Fund has been implementing international best practices for several years. The Law of Ukraine On the System of Guar-
antees on Personal Deposits from 2012 enhanced the Fund’s mandate from a “pay box” to a “loss minimizer” by granting it
receivership rights and expanding its liquidation rights. That law was later updated and brought closer to EU standards. In 2014,
the law enhanced the requirements on depositor awareness of the DGS and their access to bank reports. In 2015, amend-
ments to the law aimed to streamline payouts to depositors and raise the efficiency of the management and sale of insolvent
banks’ property. From 1 January 2017, the Fund’s coverage was extended to entrepreneurs.

However, the current DGS still does not allow risk-based contributions from banks (the only differentiator is the deposit cur-
rency). Therefore, banks with riskier business models do not contribute more to the Fund even though they are statistically
more likely to become insolvent. Therefore, the larger portion of an insolvent institution’s risks is covered with public money
and (potentially) transferred to solvent banks.

18 http://www.fg.gov.ua/news/17794-osnovni-pokaznyky-diialnosti-fondu-harantuvannia-vkladiv-fizychnykh-osib-stanom-na-pochatok-serpnia-2017-roku

¥ http://www.doingbusiness.org/data/exploretopics/resolving-insolvency

20 Total proceeds, including repayment and service of loans, were UAH 7.22 billion in 2016 and UAH 7.73 billion in 11 months of 2017. However, those figures are not
directly comparable, as a large proportion of the UAH 15 billion as compensation for around UAH 66 billion in total spent by the DGF since the outbreak of the crisis for
payouts to depositors. A lack of public data impedes a deeper analysis of the proportions of insolvent bank debt and asset recovery.
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Currently, all banks except one participate in the DGF. Oschadbank is the exception and the state provides an unlimited
guarantee on all retail deposits at the bank. This contradicts both IADI principles and EU norms that require that all credit insti-
tutions participate in DGS. ‘The Guidelines for Strategic Reforms of State-Owned Banks’ (backed by the Government in 2016),
Oschadbank was to have joined the DGF in early 2017. That has not taken place. A material barrier has been the need for Os-
chadbank to make a one-off contribution to the Fund of 1% of share capital. Meanwhile, extending coverage to retail deposits
at other credit institutions (like credit unions) is not currently on the agenda. The expected reform of financial regulations that
should transfer supervision over credit unions and some other non-bank financial institutions to the NBU may promote that
extension of coverage.? Proper prudential supervision for these institutions will promote better risk management and provide
the rationale to guarantee the deposits they will attract.

The cap on deposit coverage increased from the pre-crisis UAH 25,000 as of February 2007 to UAH 150,000 as of August 2008
and later to UAH 200,000 from October 2008. This is an equivalent of around EUR 6,500. The coverage is low by EU standards
and compared with regional peers (lower than in all Central and Eastern European countries except Moldova), but is propor-
tionate to the current income level in Ukraine (see Appendix 3).

The crisis highlighted deficiencies in the Fund’s work (a lack of ex-ante focus on the riskiness of bank models or readiness to
administer and resolve failing banks and efficiently sell their assets), its interaction with other financial regulators (such as the
exchange of information on failing banks and assets at insolvent banks), and other factors that undermine its effectiveness. To
ensure the Fund contributes more effectively to financial stability, these issues must be resolved.

V. RECOMMENDED CHANGES TO UKRAINE’S DEPOSIT GUARANTEE FUND

The transformation of Ukraine’s DGS should be based on proven European standards and international best practices, and
the changes must strengthen financial stability in Ukraine. We recommend the following steps:

Transition to risk-based contributions. The current system of deposit insurance premiums does not encourage banks to more
prudent risk taking. Deposit-taking by riskier banks is not restrained by higher contributions to the Fund. To check risky behav-
ior and spread contributions more equitably, we recommend that Ukraine introduce risk-based differentiated contributions.

To select a model for calculating risk-based contributions, we recommend the EBA-designed formula applied in the EU as a
benchmark, which has several advantages:

e Transparent calculations that allow a participating financial institution to plan expenses and for the Fund to forecast con-
tributions;

e The formula contains no essentially new elements in terms of banking regulation in Ukraine, which would aid in its imple-
mentation;

e Limiting the contribution base to covered deposits will make contributions more equitable for banks and depositors (a
depositor will not contribute for the uncovered proportion of a deposit).

Gradually increase the covered deposit amount. Ukraine’s current deposit coverage level is among the lowest in Europe, it
does not meet EU standards, and remains on par with the lowest-income countries.

However, an increase of the covered deposit amount would have to consider the positions of all members of the financial
safety net and the capacity of banks to pay higher premiums, and rise in-line with growing incomes in Ukraine. Eastern Euro-
pean DGSs serve as an example that the process can be split into two stages.? In Ukraine, the increase can also be completed
in stages (for example, by raising the coverage to the equivalent of EUR 20,000, EUR 50,000, EUR 100,000 — as countries like
Poland, Romania, and Slovakia did). Each stage may take several years and should start with a re-launch of active bank lending
and deposit-taking. However, the process must follow a clear timeframe for banks, regulators, and European partners to follow.
The moral hazards that can emerge because of higher coverage must be offset with rising household wealth. An increase in
coverage can boost deposit inflows (thus broadening the funding base for lending to the real economy), which can motivate
the authorities to raise the coverage limit.

Improve cooperation within the financial safety net, primarily through an exchange of information. Despite continuous ef-
forts, the Fund and the NBU do not have full effective access to necessary supervisory data from the other body. The Fund
should receive timely information about banks that may turn problematic and it should also receive access to the relevant
results of the NBU'’s stress tests. Financial regulators must discuss key decisions for the DGS (e.g., changing to a different con-

2 The Verkhovna Rada adopted the Law of Ukraine On Amendments to Certain Legislative Acts of Ukraine on Consolidating the State Functions of the Regulation of
Financial Services Markets in its first reading on 7 July 2017.

22 NBU Financial Stability Report, December 2016, p.57 https://bank.gov.ua/doccatalog/document?id=44001454

2 Co-insurance procedures, which were deemed one of the ways to reduce this moral hazard, were abolished in the EU and some other countries. The procedure had

some effect and was later seen to undermine the idea of protecting individual depositors.
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tribution model, changing insurance premiums, funding, etc.) as they have a direct effect on monetary, fiscal, and micro- and
macroprudential policy. For example, higher contributions to the Fund will raise the cost of deposits as a funding cost for banks
and may constrain lending.

We recommend that authorities discuss amending the law on the DGF to define its contribution to financial stability through
the prevention of banks runs and ensuring the continuity of critical banking services during a resolution process.

We also recommend that the DGF regularly stress tests its systems per EBA Guidelines on stress tests of DGS* to prepare
for crisis situations.

Expand the range of applied options for bank resolutions. Currently, liquidation is virtually the only viable option for a fail-
ing bank in Ukraine; finding a new investor is rare. Economic growth, the completion of the banking sector clean-up, and the
implementation of European and global banking sector regulations (to level the playing field for international financial groups)
should increase investor interest in domestic banks and assets. Along with the ongoing enhancement of Fund’s institutional
capacity, this should have a positive effect on potential resolutions also through the sale of banks as a going concern or as sepa-
rate businesses. However, the transfer of bank ownership to the Fund and then to new investors must be efficient to mitigate
the risks of growing liabilities or asset dilution by management.

Increase the efficiency of sales of insolvent banks’ assets. The Fund’s sells the assets of insolvent banks slowly and is too
inefficient in asset recovery, primarily due to the shortcomings of the legal system (including the judiciary). Expanding Fund’s
public reports to include more detailed relevant information and introducing benchmarks could improve internal control and
public control over the Fund’s performance in this respect. The rate of asset recovery is one potential benchmark (short- and
medium-term, in cents per dollar). However, setting benchmarks based on past performance can bring up the problem of as-
set quality misreporting by banks prior to the 2014 crisis. Another option can be to require all large banks to develop ex-ante
recovery and resolution plans according to BRRD, and not only for systemically important banks as current legislation requires.

Extending coverage to Oschadbank and credit unions. Oschadbank’s non-participation in the DGF violates the EU Directive
and IADI principles, increases fiscal risks to financial stability, and may have a negative effect on competition in the banking
sector. The competitive environment is also distorted as institutions operate under different regulatory and supervisory frame-
works outside the DGS, but still compete with banks for deposits and in the lending market.

Ukraine’s commitments to the IMF and its strategy for reforming state-owned banks provide for Oschadbank’s participation
in the DGF.” Finalizing the extension of NBU regulations and supervision to credit unions?® can promote their participation in
the DGF. This would promote a level playing field for deposit-taking institutions also in terms of participation in the DGF with
risk-based contributions.

VI. CONCLUSIONS

Prompted by crises, advancements in research, and new economic thinking, deposit guarantee systems have been spreading
globally and evolving. Through this evolution, regulators and other stakeholders identified the features and mechanisms that
make DGSs more resilient and promote overall financial system stability. International and supranational organizations embed-
ded those features in their best practice recommendations and new regulations.

The transformation of Ukraine’s Deposit Guarantee Fund to date are not yet sufficient to contribute sustainably to the coun-
try’s financial stability. To overcome challenges and introduce international best practices in terms of facilitating financial sta-
bility, the Fund, with support from other authorities, should transition to a risk-based contribution system, expand the scope
of participation in the DGF, increase the covered deposit cap, improve cooperation with other members of the financial safety
net, expand applied resolution tools, and improve the efficiency of the resolution process of insolvent financial institutions.

Implementing these recommendations would outline the further development of the DGF based on European rules, in-
crease its resilience to shocks, and promote a greater contribution to financial stability.

Further research can focus on ways of assessing risk weightings in calculating risk-based contributions; exploring the trajec-
tory of covered amount increases in Ukraine and measures to mitigate related moral hazards; the legal aspects of building
effective insolvency recovery processes; timelines and requirements for extending participation in the DGF to credit unions
and other non-bank deposit-taking institutions; ex-ante instruments for bank recovery and resolution; measuring the efficiency
of DGF performance against key objectives — preventing bank runs and resolving banks, as well as bank insolvency recovery.

24 EBA Guidelines on stress tests of deposit guarantee schemes under Directive 2014/49/EU (EBA/GL/2016/04).

5 https://www.minfin.gov.ua/news/view/zasady-stratehichnoho-reformuvannia-derzhavnoho-bankivskoho-sektoru?category=derzhavni-banki-ukraini

26 The financial sector reform includes splitting the mandate of the National Commission for State Regulation of Financial Services Markets, which currently regulates
credit unions, between the NBU and the National Securities and Stock Market Commission. The draft law passed the first reading at the Ukrainian parliament.
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APPENDIX 1

Covered amounts in different jurisdictions, USD equivalent

Period
Jurisdiction

Sep 2008 Dec 2008 Jan 2011 Dec 2016
Australia - 1,443,418 1,007,658 345,495
Austria 28,163 unlimited 137,121 105,226
Belgium 28,163 139,204 137,121 105,226
Brazil 31,196 8,639,309 11,947,417 76,800
United Kingdom 62,306 73,076 136,304 92,491
Hong Kong 12,875 unlimited 64,161 64,476
Denmark 56,629 unlimited 137,954 106,138
Estonia 28,163 69,602 137,121 105,226
Ireland 28,163 unlimited unlimited 105,226
Spain 28,163 139,204 137,121 105,226
Italy 145,450 143,786 137,121 105,226
Canada 94,374 81,620 99,709 74,386
Latvia 28,163 69,602 137,121 105,226
Netherlands 28,163 139,204 137,121 105,226
Germany 28,163 unlimited 137,121 105,226
New Zealand - 581,282 386,575 -
Norway 339,551 286,676 346,321 231,293
South Korea 41,421 39,526 44,664 41,416
Poland 31,684 69,602 137,121 105,226
Portugal 35,204 139,204 137,121 105,226
Romania 70,408 69,602 137,121 105,226
Singapore 13,951 unlimited 39,082 34,547
Slovenia 30,979 unlimited 137,121 105,226
United States 100,000 250,000 250,000 250,000
Thailand unlimited unlimited 1,619,119 418,877
Turkey 39,228 32,468 31,221 28,361
Hungary 35,443 unlimited 137,121 105,226
France 98,571 97,443 137,121 105,226
Czech Rep. 35,204 69,602 137,121 105,226
Switzerland 89,356 93,680 106,363 98,097
Sweden 35,204 69,602 137,121 105,226
Japan 94,398 110,152 122,003 85,492

Notes: Equivalent at the end-of-month exchange rate; for calculation purposes, “unlimited” fields were replaced with rounded readings for the
amounts deposited in the current and savings accounts for the upper quintile group of households by net wealth in 2014 (based on Bundesbank

research).

Source: based on OECD, sites of respective DGSs X-rates portal.
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Size and funding of European DGSs, EUR million

Coverage ratio of

Target DGS size, % of

Country Total covered deposits Available funds covered deposits with ) "
available DGS funds

Austria* 209,873 269 0.1% 0.80%
Belgium 284,403 3061 1.1% 0.80%
Bulgaria 25,487 194 0.8% 1.00%
Cyprus 15,783 87 0.6% 0.80%
Czech Republic 79,380 1032 1.3% 0.80%
Germany* 1,677,544 5625 0.3% 0.80%
Denmark 97,100 1186 1.2% 0.80%
Estonia 7,193 217 3.0% 2.50%
Greece 95,703 1332 1.4% 1.39%
Spain 698,697 1525 0.2% 0.80%
Finland 79,082 1061 1.3% 0.80%
France 1,065,651 3382 0.3% 0.50%
Croatia 24,075 542 2.3% 2.50%
Hungary 27,230 87 0.3% 0.80%
Ireland 94,075 93 0.1% 0.80%
Iceland 10,238 232 2.3% n/a

Italy* 668,330 621 0.1% 0.80%
Lichtenstein 5,665 - 0.0% 0.80%
Lithuania 11,819 23 0.2% 0.80%
Luxembourg 29,159 76 0.3% 1.60%
Latvia 7,742 133 1.7% 0.80%
Malta 10,875 129 1.2% 1.30%
Netherlands 472,297 448 0.1% 0.80%
Norway 139,093 3574 2.6% 0.80%
Poland 699,708 11398 1.6% 2.60%
Portugal* 139,339 1811 1.3% 0.80%
Romania 34,946 1187 3.4% 3.43%
Sweden 176,092 3987 2.3% 0.80%
Slovenia 17,063 16 0.1% 0.80%
Slovakia 30,773 203 0.7% 0.80%
United Kingdom 1,283,582 7125 0.6% 0.80%

Notes: for countries marked with “*’ — total of national deposit insurers.
Source: EBA (data for end-2016), author’s calculations.
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BEHAVIORAL FINANCE:
HOUSEHOLD INVESTMENT
AND BORROWING DECISIONS

Pavlo llliashenko
Tallinn University of Technology, School of Business and Governance
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ABSTRACT

Behavioral finance is still mostly perceived as a field solely devoted to the study of asset pricing and the behavior of individual
investors. Such interpretation is largely misleading as it overlooks a growing body of empirical work in household finance,
a sub-field of behavioral finance concerned with household investment and borrowing decisions. By focusing on household
under-saving, non-participation, and under-diversification, as well as mistakes in choosing debt contracts and managing debt
obligations, this paper aims to present recent findings from the field of household finance to a wide audience. This review
differs from existing ones by focusing on the plurality of non-mutually-exclusive explanations of observed phenomena, including
explanations from both behavioral and neoclassical traditions. In addition, this paper focuses on the choice between fixed-rate
and adjustable-rate mortgages given their significance for macrofinancial stability and discusses evidence of firms being aware
of the behavioral weaknesses of households and exploiting them readily.

JEL Codes: D10, D14, G11, G21, G40

Keywords: behavioral finance, household finance, household saving, investment decisions, household debt, consumer
credit, mortgages

I. INTRODUCTION

Behavioral finance has established itself as a complex web of related sub-fields of research with no single definition and
poorly defined boundaries, but which aims to understand the financial decisions of economic agents. However, the public still
perceives the field as being mostly devoted to the study of asset pricing and the behavior of individual investors.

This framing, however useful, overlooks a growing body of empirical work focused on household and corporate financial
choices, that is household finance and behavioral corporate finance.!

Ten years on from the global financial crisis, this perception seems especially counterproductive as household finance has
the potential to explain the demand-side factors that led to the crisis and that made the post-crisis economic recovery painful
for many countries.

Since its original formulation by Campbell (2006), household finance has been defined as a field of study largely focused on
the mistakes households make when using financial markets to achieve their objectives. Given that focus, it is hardly surprising
that, compared with other sub-fields of behavioral finance, household finance has made the most progress in the decade since
the global financial crisis.

The crisis not only made the financial mistakes of households clear and relevant, it also contributed to the increasing
availability of relevant data. First, the events of 2007-2009 drew attention to the many empirical observations that were difficult
or impossible to reconcile with standard theories. Then, in response to perceived market failures, policymakers implemented
policies to protect consumers and regulate lenders, providing scholars with natural experiments to study the impact of those
policies. In turn, the need to evaluate policy and the general recognition of the importance of detailed data on household

! Behavioral finance can be viewed as a combination of micro behavioral finance and macro behavioral finance, echoing the distinction of micro- and macroeconomics.
The former is the study of financial decisions made by households and firms at the micro level, examined from a behavioral perspective. The latter is the study of the
macroeconomic consequences of those decisions.

m © National Bank of Ukraine, 2017. All rights reserved https://doi.org/10.26531/vnbu2017.242.015
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financial choices resulted in an increased quality and availability of administrative and propriety datasets (including household
surveys that had typically been administered by central banks).?

While the global financial crisis showed that individual financial decisions are very important for both individuals and for
aggregate outcomes, the importance and relevance of household finance as a field of study is not solely the result of the crisis.
Household finance focuses not only on expanding the set of possibilities available to households (due to financial liberalization)
but also considers the challenges that have risen in recent decades (Calvet et al., 2015).

At least three sets of challenges are prevalent.

First, while the demographic transition has contributed to the increased uncertainty over the government-sponsored
pension schemes (mostly due to the higher future dependency ratios), the shift from defined benefits to defined contribution
retirement saving plans shifted financial risk from companies to households. Additionally, low interest rates and the projected
low rate of economic growth complicated the task of saving for retirement.

Secondly, in recent decades (and in the most recent decade for many developing countries), the level of household debt
has risen dramatically,® not least because of lower disposable income growth and reduced savings rates. Together with the
increased responsibility of saving for retirement, this makes households more vulnerable to economic shocks.

Finally, as suggested by Campbell (2006), many investment products allow some cross-subsidization from naive to sophisticated
households, which, according to Campbell, means that household financial mistakes may inhibit financial innovation. However,
even more importantly, costly financial mistakes lead to a high dispersion in investment returns between sophisticated and non-
sophisticated investors, which worsens the inequality of wealth distribution. In-line with this suggestion, Lusardi et al. (2017a)
demonstrated that up to 40% of U.S. wealth inequality could be attributed to that difference in financial knowledge.

While household finance is as relevant and important as ever, the field is still relatively unknown to a wide academic audience.
This unfortunate fact at least partially follows from the field’s high fragmentation and its increasing specialization, which is
characteristic to behavioral finance in general. Even a brief familiarization with literature makes it evident that researchers
working in the same field rarely read each other’s work simply because they subscribe to a slightly different tradition. As a
result, the field of household finance has the potential to benefit from the integration of existing knowledge, which may also
decrease the probability of policy decisions driven by ideology.

Given the above, reviewing the literature on household finance in 2017 is sensible, especially since the challenges facing
households have become even more apparent in recent years as governments and regulators have shifted to a proactive
stance on many financial issues.

There is a large body of excellent literature on the topic to review, including classics like Campbell (2006) and Tufano (2009),
and more recent papers from Guiso and Sodini (2013) and Agarwal et al. (2017). This review, however, is different in several
important ways.

First, the paper attempts to combine the more theoretical approach (focus on normative models) from Campbell (2006)
and Guiso and Sodini (2013) with the more empirical approach (cataloging empirical phenomena) of Tufano (2009) and
Agarwal et al. (2017). In doing so, this review acknowledges the existing differences in the state of research in different sub-
fields of household finance and explores household investment and borrowing decisions slightly differently.

Secondly, this review relies on the most recent findings, mostly working papers. While | have immense respect for the peer-
review process, the highly dynamic nature of the field makes it impossible to consider only the works already published in
peer-reviewed journals and still review new research. In this respect, | follow John Cochrane when he says: “any work relying
only on published research is hopelessly out of date.”*

Thirdly, in contrast to previous literature, this paper gives more space to the review of findings related to rent extraction,
the act by businesses of exploiting households’ mistakes. Since the evidence shows that businesses are aware of households’
behavioral weaknesses and are eager to exploit them, any attempt to address those mistakes should be placed in a realistic
context; in this case, that means to explore the topic of rent extraction.

2The lack of detailed data may explain why the study of household finance arrived on the scene more than a decade after behavioral finance established itself as

a legitimate and respected field of study (Campbell, 2006). However, it is also worth noting that household finance was largely excluded from the field of financial
economics until recently, as this field has traditionally been organized into asset pricing and corporate finance, with contributions in household finance typically classified
within the field of asset pricing (Guiso and Sodini, 2013). Tufano (2009) suggests this fact may be explained by a century-old intellectual and cultural approach that
separated household and business topics by gender and geography. In this framework, household finance was meant to be a part of home economics (consumer science)
which is still largely separated from mainstream economics.

3 The high level of indebtedness is not an exclusively a distant problem. According to Lusardi et al. (2017b), recent cohorts of potential retirees have taken on more debt
and face greater financial insecurity than do their older peers.

“ https://johnhcochrane.blogspot.com.ee/2017/09/a-paper-and-publishing.html
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Finally, and most importantly, the paper relies on the assumption that the framing effect is important not only for day-to-day
decisions (as behavioral economics suggests) but also for the way scholars and laypeople perceive academic literature. While
this review assumes that its readers may possess a limited knowledge of the field, and therefore covers the basics, the central
focus of the paper is the plurality of non-mutually-exclusive explanations of the observed phenomena. In other words, while
the presented findings are not new, the way they are presented (the framing effect in action) may result in new knowledge and
help avoid the negative consequences of fragmentization.

Therefore, to avoid reinforcing a naive dichotomy between behavioral and classical finance, this paper makes virtually no
distinction between “rational” (i.e., originated within the framework of standard finance) and “behavioral” explanations (which
are more likely to originate within the framework of behavioral finance). Instead, the discussion of possible explanations for
phenomena related to investment and borrowing is divided into three categories: constraints, non-standard preferences, and
(biased) beliefs.

The first category is comprised of financial (usually referred to as fixed costs in investment decisions and financial or liquidity
constraints in borrowing decisions) and cognitive constraints. The latter group may be understood as high opportunity costs
of time and effort that should be allocated to gathering and processing information, as well as to making a decision. In the
behavioral tradition, inattention and inertia are examples of constraints, while in the classical finance tradition, the presence
of cognitive constraints is usually identified by the importance of financial literacy and sophistication. Indeed, if less financially
literate individuals make sub-optimal financial decisions, it means that they are constrained by a lack of relevant knowledge
or training.

The second category includes explanations based on a broad understanding of non-standard preferences, including: (1) time
inconsistency, present bias, and limited self-control; (2) social preferences and susceptibility to peer pressure and preference
for social status; (3) time-varying risk aversion, mostly in the sense that household risk preferences depend on personal
experience; (4) preference for the familiar; and (5) identity considerations.

The third category explains important phenomena in household finance with the help of beliefs and behavioral biases.
Because it is not always obvious if a belief is “rational” or “biased”, the paper refers to this category as “(biased) beliefs”,
implying that most but not all explanations in this group are related to the notion of behavioral biases.

As the goal of this approach is to show the diversity of competing but non-mutually-exclusive explanations for as many issues
as possible, this paper chooses width over depth. Instead of reviewing the specific and well-defined area of household finance,
this review attempts to cover as many different but related topics as possible. In other words, the motto of the paper is “a little
bit about everything” rather than “everything about something.”

The rest of the paperis structured as follows: first, the paper reviews the major findings in household finance that deal with the
asset side of households’ balance sheets (decisions related to savings, stock market participation, and portfolio diversification).
The following section focuses on the liabilities side of households’ balance sheets (decisions related to the choice of debt
contracts, especially on the choice between fixed-rate and adjustable-rate mortgages, as well as on the management of debt
obligations). Finally, each section concludes with a review of the evidence of rent extraction, or the ability of the corporate
sector to exploit households’ behavioral biases.

Il. HOUSEHOLD FINANCE: ASSETS

An extensive body of literature suggests households tend to make costly mistakes when managing financial assets. A series
of early papers found that individual investors suffer trading losses even before fees® (Barber and Odean, 2000; Grinblatt
and Keloharju, 2000), possibly explained by behavioral biases like overconfidence, the disposition effect, limited attention,
and under-diversification (Barber and Odean, 2013). More recently, Weber et al. (2014) estimated that under-diversification
and preference for lottery stocks® are the most harmful among those mistakes and cost individuals 4% and 3% of annual
performance, respectively.

While the narrow research agenda of “bias searching” continues, the focus of current research has shifted to the determinants
of investment decisions in the context of households’ total wealth.

First, researchers have expanded the scope of analysis by looking beyond active stock market trading. While studies of
detailed micro data to understand investments in real assets are scarce,” there is an increasing amount of literature that

° The average hides a high heterogeneity in trading performance. There is evidence that a minority of investors earn positive risk-adjusted returns (Barber et al., 2014).

5 Stocks (or financial assets in general) with low-probability large-gain returns.

7 In an interesting study, Brunetti and Torricelli (2016) found that 16% of Italian second homes are not rented (the share varies from 10% in 2004 and 15% in 2002

and 2006 to 21% in 2012). While this fraction may not seem particularly large, unrented second homes in that sample could generate additional annual revenue of
approximately EUR 4,000, which is just 20% less than the yield of the rented second homes to their owners. That would seem to indicate that either households” motives
for purchasing a second home go beyond profit-seeking or (more likely) that households suffer from inertia and experience high cognitive costs of action.
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analyzes investments in risky financial securities in the context of total household wealth (variations of the famous Swedish
dataset used by Calvet and coauthors, for example, Calvet et al., 2007).

Secondly, there are efforts to discover new factors that influence investment choices. For example, some recent findings
indicate that risk aversion is affected by past stock market performance (Cordes et al., 2017); the difference in framing between
changes in asset price levels and asset returns influences investors’ expectations of future returns (Glaser et al., 2016);
informationally irrelevant paths of asset price developments shape investors’ behavior and satisfaction with the investment
experience (Nolte and Schneider, 2016; Grosshans and Zeisberger, 2017).

The rest of this section reviews empirical evidence related to household investment decisions, aiming to both describe and
explain the actions of households. More specifically, the section presents evidence that, contrary to the predictions of standard
theories, households generally fail to save for retirement, allocate an adequate share of their wealth to risky assets, and
diversify their financial portfolios. The final subsection presents evidence of rent extraction related to household investment
decisions.

By focusing on the failures to save, allocate, and diversify (i.e. under-saving, non-participation, and under-diversification),
the paper inevitably omits several research topics. Some of these are well-researched but less important to policymakers and
macroeconomists (e.g., the behavior of individual investors), while others are very important but not well-researched (e.g.,
investments in human capital).

2.1. Under-saving

Academics and policy makers alike believe households do not save enough for retirement and for rainy-day situations.
However, there is little empirical evidence to support that claim, at least at the global level .® This is partially because detailed
micro data is lacking and because it is difficult to assess the optimal level of private savings.

Furthermore, while many estimates suggest most countries will face a full-scale pension crisis in the future, those estimates
are sensitive to the underlying assumptions and generally point to a problem at the government level and not the individual
level. For instance, the WEF (2017) projects the global retirement savings gap will reach USD 400 trillion by 2050. However, only
24% of that gap will be driven by insufficient private savings; 75% will be driven by unfunded government pension promises,
with the remaining 1% driven by unfunded corporate pension plans.

On the other hand, personal data from the United States clearly confirms that under-saving is a severe and widespread
phenomenon. Munnell et al. (2012) estimated that the proportion of working Americans that will face difficulties in maintaining
their lifestyle during retirement due to insufficient savings has increased from about 30% at the beginning of the 1980s to over
50% as of 2010. Then, using a survey of consumer finances, Rhee and Boivie (2015) showed that 45% of U.S. working-age
households have no retirement savings and most strikingly, about half of those households are between the ages of 45 and 65.
Lastly, a 2016 report on the economic well-being of U.S. households documented that 46% of adults say “they either could not
cover an emergency expense costing $400 or would cover it by selling something or borrowing money” (Larrimore et al., 2016).
The latter indicates that the problem of under-saving goes well beyond retirement savings and that households also struggle
to accumulate financial buffers to protect themselves in the event of an emergency.

Finally, there is growing evidence that even when households do save for retirement, they may do it inefficiently. In addition
to investment mistakes, individuals also fail to invest in corporate retirement plans that match an employee's contribution
even if they can make penalty-free withdrawals, basically rejecting free money (Choi et al., 2011, among others).

The potential adverse consequences of under-saving are enormous for individuals and governments, which entices
governments to enforce policies aimed at boosting saving rates. However, somewhat surprisingly from the point of view
of classical theories, empirical findings show that neither interest rates nor tax incentives have a significant influence on
decisions to save. For instance, the analysis by Chetty et al. (2014) of 41 million observations of savings for the population of
Denmark found that one dollar of government spending on subsidies increases total savings only by 1%. At the same time,
behavioral policies that raise retirement contributions if individuals take no action (such as automatic employer contributions
to retirement accounts) substantially increase wealth accumulation.

Constraints

Since most households in developed countries have access to some financial services, the constraint in the form of
transactional and direct fixed costs is unlikely to explain the failure to save. However, this might not be true for poorer
individuals. For instance, a study in less developed countries found that transactional and pecuniary (monetary) costs constrain
households’ ability to save (Karlan et al., 2014).

8 A representative survey of 150,000 randomly selected adults in more than 140 countries found that only 57% save and 27% use a bank or other formal financial
institution to save (Klapper et al., 2015). That result is in-line with other studies that have relied on self-reported data (e.g. Demirglig-Kunt and Klapper, 2012).
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Among cognitive constraints, the literature highlights the importance of inertia and inattention (Goda et al., 2015). For
instance, in a series of field experiments in the Philippines, Karlan et al. (2016) demonstrated that simple reminders have the
potential to increase savings.

Finally, a large body of literature shows that a low level of financial literacy is causally associated with poor retirement
planning and under-saving (Lusardi and Mitchell, 2014).

Non-standard preferences

Saving requires the sacrifice (delay) of an immediate reward to obtain a greater reward in the future. Thus, it is not surprising
that empirical evidence confirms that individuals with a present bias (those with inconsistent time preferences and who place
a greater emphasis on the present than the future) are more likely to under-save (Goda et al., 2015).

One of the most recent streams of research in this area concerns the effect of peer pressure. Kast et al. (2012) tested
the effectiveness of self-help peer groups as a commitment device for savings through randomized field experiments among
Chilean micro-entrepreneurs and found that these groups indeed serve as a powerful tool to increase savings. This line of
research demonstrates two important points. First, a large and growing body of literature documents that households show
substantial demand for commitment devices, demonstrating that they acknowledge the presence of self-control problems (it
is usually assumed that limited self-control follows from present bias). Secondly, the effectiveness of peer pressure suggests
the presence of social preferences, as individuals are influenced by their peers.

(Biased) beliefs

Several studies concluded that exponential growth bias (the tendency to underestimate the effects of compound interest)
affects a wide range of financial decisions, including the decision to save (Stango and Zinman, 2009a; Goda et al., 2015; Levy
and Tasoff, 2016).

Interestingly, empirical evidence shows that both excessively high and excessively low levels of optimism negatively affect
saving decisions. While Puri and Robinson (2007) concluded that more optimistic people are more likely to save, optimism
about the future reduces the probability of joining a pension scheme (Balasuriya et al., 2014). At the same time, Perry and
Morris (2005) documented that individuals who are pessimistic about their level of control over outcomes are less likely to
save.

2.2. Non-participation

Standard finance theory states that all households, no matter how risk-averse, should hold some risky assets in their financial
portfolios to take advantage of the equity premium (as long as it is positive). However, one of the oldest puzzles in household
finance (pioneered by Haliassos and Bertaut, 1995) states that a substantial proportion of households does not invest in risky
financial assets. Interestingly, limited participation (the participation puzzle) is a broad phenomenon that extends beyond
investments as many households do not hold debt and do not participate in insurance markets (Guiso and Sodini, 2013).

Over the years, scholars have proposed theories to explain non-participation. The theories emphasize the role of participation
costs, non-standard preferences, the heterogeneity of beliefs, and the importance of trust and personal experience. While
it is useful to review some of the theories, it is worth keeping in mind that most of them are not mutually exclusive and
individually are likely to explain only a small part of the phenomenon. Indeed, Kaustia and Luotonen (2016) analyzed the role
of institutional, traditional, and behavioral factors in the context of 19 European countries over 2004-2013 and concluded that
the relevant variables from existing literature explain only 30% of the variation in the participation decision.

Constraints

Households may fail to invest in the stock market because they face fixed costs of participation like monetary expenses (to
set up and maintain an investment account), information costs® (learning about financial products), and simple alternative
costs of devoting their time to investment decisions (Vissing-Jorgensen, 2003). This theory can explain some stylized facts (e.g.,
higher participation among wealthy and more sophisticated individuals). However, it fails to explain why the participation rate
among the wealthy (while still higher than among poor individuals) is still rather low, as well as the cross-country variation in
stock market participation (Briggs et al., 2015).

Finally, given the high heterogeneity of participation at the individual level, the concept of fixed costs of participation
in isolation serves as a residual, which represents all unexplained variation. In other words, it is important to understand
the individual difference in fixed costs of participation which remains large when controlling for the standard set of socio-
demographic variables.

° The fact that less financially literate individuals are less likely to participate in the stock market (Christelis et al., 2010; Van Rooij et al., 2011) can be interpreted as
evidence of the existence of cognitive constraints related to the acquisition and processing of information.
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Non-standard preferences

One of the most important recent streams of literature relates personal economic experiences to financial decisions directly
or through individuals’ preferences, such as risk attitudes.

For instance, Malmendier and Nagel (2011) and Andersen et al. (2016) showed that living through traumatic macroeconomic
experiences has a negative impact on risk-taking behavior and is negatively associated with the proportion of risky assets in
households’ financial portfolios. Similar studies found that exposure to financial and corporate fraud causes a lower level of
stock market participation (Gurun et al., 2015; Giannetti and Wang, 2016).

At the same time, exposure to a positive experience leads to the opposite effect. For example, Kaustia and Knlipfer (2008)
documented a strong positive link between past IPO returns and future subscriptions at the individual level among Finnish
investors.

Finally, the lack of preference for sensation-seeking (Grinblatt and Keloharju, 2009 showed that sensation-seeking is
associated with higher trading activity) or identity considerations may also make households less likely to invest in risky
securities (see Akerlof and Kranton, 2010 for a discussion of the role of identity in economic decisions).

(Biased) beliefs

To invest in equities, one should be convinced that the stock market yields an expected return in excess of the risk-free rate.
Thus, the subjective beliefs of individuals may influence their decision to participate.

Favoring this explanation, Hurd et al. (2011) and Kezdi and Willis (2009) found that people with more optimistic beliefs about
stock returns are more likely to invest via the stock market.°

Political beliefs (which can be viewed as non-standard preferences related to identity considerations) may also affect
participation decisions. For instance, Kaustia and Torstila (2011) documented that left-wing voters and politicians in Finland
are less likely to invest in stocks.

In addition, Guiso et al. (2008) showed that households that are reluctant to trust others are less likely to own stocks.
They argue that many individuals may perceive the stock market as a type of swindling street game. Even after observing
many rounds (a history of positive returns in the market), households may not trust the fairness of the game. According to
this interpretation, households fail to learn from the history of past returns and as a result fail to invest in risky securities.
Therefore, non-participation can be understood as an investment mistake that results from biased learning.

2.3. Under-diversification

Household portfolio returns are influenced by the overall level of risk taken and by the efficiency of diversification. An under-
diversified portfolio has a higher risk because it contains an uncompensated idiosyncratic risk (idiosyncratic risk increases the
volatility of the portfolio without improving its expected return). To hold only systematic risk and, thus, maximize the Sharpe
ratio, households must be fully diversified and hold the market portfolio.

However, empirical evidence shows that households are under-diversified and are far from holding the market portfolio.
Studies starting from Van Horne et al. (1975) consistently show that among U.S. households that directly own public equities,
the median number of stocks held is in the range from two to three (Polkovnichenko, 2005). Due to under-diversification,
investors hold inefficient portfolios. Goetzmann and Kumar (2008) found that 86% of portfolios in their sample (data as of
1996) are below the capital market line, while Weber et al. (2014) found almost the same result (80%) for a sample of German
portfolios for the period 2003-2012.

Importantly, the effect of under-diversification does not disappear if we consider that households own equities indirectly,
through mutual funds or retirement accounts. While the proportion of wealth invested directly in stocks is small as shown
by Anderson (2013), Calvet et al. (2007) showed that many households in Sweden still expose themselves to a high level of
uncompensated idiosyncratic risk in the context of total financial wealth (i.e., considering all risky investments).

Some scholars suggest that households hold under-diversified portfolios deliberately as a hedge. According to this view,
individuals may rationally avoid certain securities or whole segments of the stock market if they believe the returns on those
securities are correlated with their labor income (Calvet et al., 2004; Davis and Willen, 2013). In other words, since wages and
stock market returns are correlated at the industry level, income hedging requires that households invest in sectors other than
those in which they work (Guiso and Sodini, 2013). However, we observe the opposite: individuals overwhelmingly invest in
the stocks of their employers (Benartzi, 2001; Massa and Simonov, 2006) and suffer adverse financial consequences because
of those actions (Lee et al., 2008).

0 Bailey et al. (2017) provide a similar result for the case of investments in residential real estate. Using data on social interactions, they found that individuals whose
Facebook friends experienced large gains in house prices were more optimistic about real estate investments and would be more likely to invest in the housing market.
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Constraints

While transactional and pecuniary costs may at least partially explain non-participation, it is hard to argue that these financial
constraints negatively affect the decision to diversify. If households have enough financial resources to form a portfolio of risky
assets, they almost by definition have access to cheap mutual funds that invest passively in a broad stock market index. In this
case, by holding just one type of risky security (e.g. SPDR S&P 500 ETF Trust) households can hold well-diversified portfolios.

At the same time, cognitive constraints can be expected to play at least a partial role in explaining non-participation. Empirical
evidence confirms that notion, as more sophisticated individuals are shown to have better-diversified portfolios, also in the
context of total financial wealth (e.g., Anderson, 2013).

Non-standard preferences

Theories of under-diversification based on non-standard preferences argue that households prefer certain financial assets
regardless of their returns. Huberman (2001) argues that investors have a taste for familiar assets regardless of their ability to
profit from such investments.

Another theory suggests that households concerned with their social status may rationally decide to hold idiosyncratic
risk and, hence, under-diversify. These households hope to earn abnormal returns from their overall riskier portfolio and to
increase their chances of “getting ahead of the Joneses,” to achieve higher returns than their peers (Roussanov, 2010).

(Biased) beliefs

Under-diversification might be justified if households have superior information about stocks either because of geographical
proximity or because of time invested in learning about companies. Massa and Simonov (2006) explained the anti-hedging
behavior of Swedish households by suggesting they have superior information about the industries in which they are employed.
Similarly, Van Nieuwerburgh and Veldkamp (2010) showed that investors may rationally choose to specialize in assets in which
they have a prior informational advantage.

However, against this backdrop, empirical studies with only a few exceptions (e.g., Bernile et al., 2015) show that households
do not earn positive abnormal returns based on their supposedly superior information (Seasholes and Zhu, 2010; Doskeland
and Hvide, 2011). The only way to interpret this evidence is to suggest that if households under-diversify because they believe
in their informational advantage, they make a financial mistake, possibly because of overconfidence.™

2.4. Rent extraction

In principle, households should be able to reduce the detriment of their investment mistakes by allocating financial resources
to a more passive investment approach (investing via mutual funds) or by relying on professional financial advice. However,
empirical studies suggest there are critical challenges to obtaining positive results from that type of approach.

Disregarding the possibility that professional money managers may be susceptible to behavior biases, there is substantial
evidence of rent extraction via high mutual fund costs. In an important paper, Barber et al. (2005) demonstrated that while
investors became sensitive to visible front-end-load fees over the years, they nonetheless remained less attentive to less visible
costs such as operating expenses. The authors also concluded that this fact is known in the mutual fund industry and is used to
take advantage of investors. This results in a situation in which mutual funds with higher fees perform worse than competitors,
but still attract more clients in terms of money flows.

While Barber et al. (2005) provided evidence that advertisements do work for the mutual funds industry, Cooper et al.
(2005) pointed to the success of another kind of marketing strategy. They presented evidence that mutual funds change their
names to take advantage of popular investment styles which in their sample resulted in an average cumulative abnormal
money flow of about 30%.

Beyond the problem of high fees, some mutual funds attempt to artificially inflate returns by “juicing” (Harris et al., 2015).
“Juicing” refers to the purchase and sale of stocks close to their ex-dividend date to artificially inflate the dividend yield that a
fund advertises.

Households also face significant challenges in terms of financial advice. Using comprehensive data from Canada,
Foerster et al. (2017) showed that financial advice is better explained by adviser’s characteristics rather than household’s
needs. Moreover, this advice appears to cost about 2.7% per year in fees, significantly more than the cost of a simple life-cycle
mutual fund. While financial advisers may help their clients by encouraging them to invest in risky assets, as suggested by
Gennaioli et al. (2015), these results raise the question of whether a lower-cost solution can be made available to households,
especially given the recent trend towards automation (robo-advisors).

1 Korniotis and Kumar (2013) present a more complicated relationship. The study concluded that under-diversification by sophisticated investors reflects their
informational advantage, while it reflects behavioral biases for non-sophisticated investors.
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Another stream of research from the field of behavioral corporate finance proves that corporate managers are aware of
investors’ behavioral biases and readily exploit them (Baker and Wurgler, 2013). For example, managers seem to realize that
investors prefer low-priced stocks and often issue equity when this preference is strongest (Baker et al., 2009).

More importantly, there is a growing body of evidence that corporations act to boost share prices above their fundamental
value through manipulation. The classic example is of a company changing its name for reasons not related to strategic actions.
Cooper et al. (2001) documented that phenomenon during the dot-com boom of the late 1990s, when a change to an internet-
related name produced cumulative abnormal returns of about 70% for the 10 days after the announcement. Interestingly, the
opposite action after the crash led to the same effect. Cooper et al. (2005) estimated that the deletion of “.com” from a company
name in the years following produced cumulative abnormal returns of about 60% in the 60 days after the announcement.

Similarly, corporate managers adjust advertising to attract investor attention and increase short-term stock market returns
(Lou, 2014). As a result, investors who are prone to responding to non-relevant information drive stock prices higher and suffer
losses in the long-term.

I1l. HOUSEHOLD FINANCE: LIABILITIES

Many studies suggest that households are prone to excessive® and overly expensive borrowing (Stango and Zinman, 2009b;
Gathergood 2012; Gerardi et al. 2013). Evidence suggests households may conclude debt contracts to accommodate impulse
purchases, chose contracts sub-optimally, and leave money on the table by mismanaging credit card repayments or by failing
to refinance mortgages. Some studies also find that businesses are aware of households’ mistakes and use that to their
advantage, while competition among lenders does not necessarily improve outcomes for borrowers.

While the most important facts related to household investment decisions were known before the financial crisis, the
accumulation of stylized facts about borrowing decisions has mostly come in the last 10 years. Consequently, the literature
on debt choices is still less developed than on the asset side of households’ balance sheets (Cordray, 2013; Zinman, 2015).
Meanwhile, household borrowing decisions are not any less important for households themselves and should be equally
interesting for scholarly study.* Zinman (2015) illustrates this point nicely:

The key fact is that no extant model, whether neoclassical or behavioral, can generate enough
credit card debt [...]. This puzzle raises fundamental questions about the value and shape of
preference parameters; the nature of expectation formation; consumers’ (possibly biased)
perceptions of interest rates and opportunity costs; the interactions of consumers, suppliers,
and marketers; and their implications for the allocation of massive amounts of resources over
the various horizons that affect the macroeconomy. In these respects, | find this puzzle no less
interesting than, say, the equity premium puzzle. Yet orders of magnitude more ink have been
spilled trying to document and explain the equity premium than credit card overborrowing.

This difference in attention and timing has resulted in at least two noteworthy consequences.

First, in contrast to the literature on household investments, studies of borrowing decisions are less comprehensive and
systematic in their explanations of the phenomenon in question. These studies rarely aim to contrast competing theories and
instead focus on explaining behavioral heterogeneity.

Secondly, since debt-related research is less grounded in traditional financial economics, there are fewer normative models
that define how strictly optimal borrowing behavior should look like in principle. As a result, these studies are more explorative
and simultaneously more behavioral in nature (more open to behavioral explanations) than research related to household
investment decisions.

The rest of this section reviews the empirical evidence related to household borrowing decisions that aims to describe and
explain the actions of households. More specifically, this section reviews how households choose debt contracts and how they
manage their debt, placing special focus on the choice between fixed-rate and adjustable-rate mortgages, given their potential
significance for macrofinancial stability. The final sub-section presents evidence of rent extraction.

2 The bitcoin price surge in late 2017 is another example. For instance, the stock price of On-line Plc., a British company investing in information businesses, soared
almost 400% on October 27th in response to the company’s plans to change its name to On-line Blockchain Plc.

13 See Zinman (2014) for a discussion of supply-side factors, namely whether markets over- or under-supply credit.

4 Tufano (2009) notes that the study of household borrowing decisions existed mostly within the context of relatively less prestigious consumer science, while the study

of investment decisions was always a part of financial economics, which was and still is among the most prestigious topics in finance research.
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3.1. Choice of debt contracts

Although the choice of a mortgage is the most important financial decision most households will ever make, consumers do
not spend much time choosing a mortgage. Damen and Buyst (2016) point out that about 20% of European households do not
compare mortgage products and take the first mortgage they consider. Similarly, in the U.S., many consumers spend the same
amount of time choosing a vacation place as they do a mortgage (Finkelstein, 2010). This may constitute an enormous financial
mistake; Damen and Buyst (2016) estimated that a borrower who chooses from five mortgage offers may save an average of
EUR 7,000 in net present value.

Either because of insufficient effort or mistakes in analysis (likely both), households end up with non-optimal debt contracts.
For example, in consumer credit, Agarwal et al. (2015a) showed that about 40% of U.S. households choose sub-optimal credit
contracts, incurring hundreds of dollars of avoidable interest charges. Stango and Zinman (2016) paint an even bleaker picture,
showing that the difference in interest rates between credit card shoppers (those who compare offers) and non-shoppers is
equal to the difference in interest rates between individuals with the highest and lowest credit scores.

In a more substantial showcase of a deviation from rationality assumptions, Agarwal et al. (2010) showed that individuals
take out payday loans at astronomical interest rates even when much cheaper forms of credit are available to them.

Constraints

The literature on the role of constraints in the choice of a credit contract is mostly focused on the effects of financial literacy.
For instance, in early studies, Moore (2003) reported that individuals in the U.S. who have a lower level of financial literacy
also tend to have more costly mortgages, while Bucks and Pence (2008) showed that low-income and less educated borrowers
choose mortgage contracts without a proper understanding of its terms and are more likely to end up with riskier mortgages
(for a more recent paper, see Gathergood and Weber, 2017).

Those findings are universal across the world. For example, using Italy as a case study, Fornero et al. (2011) found that
financially literate households are more likely to shop around and compare mortgages offers, choose an optimal mortgage
contract, and less likely to experience delays in making repayments.

Similarly, Gerardi et al. (2013) linked basic mathematical abilities and the propensity to default on a mortgage. The authors
found that households with higher mathematical skills are more likely to choose an optimal mortgage contract and, as a result,
are less likely to default.

Finally, Lusardi and Tufano (2009) examined the role of specific debt literacy and concluded that individuals with lower
literacy tend to incur higher transaction and debt servicing costs. The authors estimated that up to one-third of charges and
fees paid by less financially literate individuals can be attributed to ignorance. Interestingly, the study also showed that the
elderly tend to overestimate their level of financial knowledge, which (as the authors suggest) may help to explain the common
incidences of financial fraud against them.

Non-standard preferences

As might be expected, households with inconsistent time preferences are prone to make non-optimal decisions when
choosing debt contracts. The empirical evidence supports this hypothesis.

Gathergood (2012) examined the relationship between self-control, financial literacy, and over-indebtedness in the context
of the credit card market in the U.K. He found that while both factors matter, the lack of self-control plays a bigger role in
explaining over-indebtedness than does financial illiteracy. Likewise, Meier and Sprenger (2010) showed that present-biased
time preferences correlate with credit card borrowing. Their results indicate that present-biased individuals are more likely to
have credit card debt and to hold more debt, controlling for disposable income and credit constraints.®

Another way of viewing this behavioral issue is to look at impulsivity (noting that it might be difficult to distinguish between
impulsivity, present bias, and limited self-control). Anderloni et al. (2012) found that impatient, short-sighted behavior patterns
increase households’ financial vulnerability. However, Vieira et al. (2016) pointed out that impulsive individuals may be aware
of the negative consequences of debt and this understanding may compensate for the high level of impulsivity.

5 While payday loans are controversial because of annualized interest rates of over 500%, empirical evidence suggests they may be not as harmful as perceived by the
public. For instance, Karlan and Zinman (2010) demonstrated that the expansion of credit in South Africa, even at 200% annual interest rates, still improved economic
outcomes for borrowers. Carter and Skimmyhorn (2016) showed that exposure to payday loans does not negatively affect labor and credit outcomes for military
personnel, while Zinman (2010) provided evidence that if access to payday loans is restricted by regulation, payday borrowers shift into inferior and more harmful
substitutes.

% |t is possible to conclude that if bad financial decisions are made due to a lack of self-control and poor financial decisions lead to poverty, then a lack of self-control is a
cause of poverty. While this conclusion may seem plausible, the direction of causality is not clear and may work in a different direction (see Bernheim et al., 2015).
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(Biased) beliefs

Several studies suggest the earlier-mentioned (in the context of under-saving) exponential growth bias can explain the
tendency to underestimate future debt servicing costs which, in turn, leads to a non-optimal choice of debt contracts (Eisenstein
and Hoch, 2007; McKenzie and Liersch, 2011).

Like the exponential growth bias, which influences decisions on both sides of the balance sheet, optimism not only can lead
to insufficient savings but also overborrowing. Using unique household data from Finland, Hyytinen and Putkuri (2012) found
that households that make the most optimistic forecast errors are more likely to have more overall debt and more likely to
experience difficulties managing it.

3.2. Choice between fixed rate and adjustable rate mortgages

The choice between fixed-rate (FRM) and adjustable-rate (ARM) mortgages is an important decision for households that has
enormous consequences for the aggregate economy. The global financial crisis sparked an interest in the determinants of that
choice as it raised the concern that households make this decision non-optimally by ignoring the risks associated with ARMs.

It is difficult to argue that the spike in popularity of ARMs in the U.S. in the mid-2000s was the main driver of the subprime!’
mortgage!® boom and the following bust. Rather it seems that the underlying cause lies in the fact that borrowers who were the
most financially vulnerable (those sensitive to a repayment shock from rising interest rates and to an income shock following
the recession) ended up with the riskiest mortgages (Demyanyk, 2009; Demyanyk and Van Hemert, 2011; Campbell and Cocco,
2015). The fact that U.S. delinquencies and foreclosure rates for subprime ARMs were substantially higher than for subprime
FRMs during the crisis (Mayer et al., 2009; FCIC, 2011) only intensified the study of the determinants of households’ choices.

Generally, the empirical literature finds that the variation in the share of ARMs across and within countries is too great to
be explained by the standard framework of rational expectations. According to that framework, households must base their
decision on the difference between the current long-term interest rate (a proxy for the cost of the FRM) and the average
expected future short-term rates (a proxy for the cost of the ARM) over the contract period. However, the fluctuation in the
share of ARMs is too great to be explained by changes in that differential simply because the implied changes in expectations
about future short-term rates are too large to be considered reasonable and realistic.

For example, the share of newly originated ARMs in the U.S. varied between 10% and 70% from 1985 to 2006
(Koijen et al., 2009). In Belgium, the share fell from 62% in 2004 to 8% in 2006, then recovered to 58% in 2010 and fell again to
5% in 2012 (Damen and Buyst, 2013). In Italy, the share fell from over 80% in 2004 to less than 40% in 2008 and then returned
to between 60% and 80% after 2010 (Zocchi, 2013). Those variations are too large to be explained by changing macroeconomic
circumstances.

Against this backdrop, however, Koijen et al. (2009) conclude that households make near-optimal mortgage choices
by capturing a normatively correct relative attractiveness between ARM and FRM contracts. The authors stressed that
households’ cognitive limitations do not allow them to calculate the relevant time variation in bond risk premia (which is the
true determinant of the relative attractiveness of ARMs). Instead, individuals rely on a simple rule of thumb: the difference
between the long-term interest rates approximated using the five-year Treasury bond yield and the three-year average of
short-term interest rates, which is sufficiently close to a true benchmark.

However, while Badarinza et al. (2017) confirmed that such a rule helps determine the near-optimal ARM share in the
case of the United States, they also found no evidence that this mechanism works well in other countries in their sample.
Furthermore, the model proposed by Koijen et al. (2009) cannot account for the heterogeneity of choices at the individual
level as it relies on aggregated data.

Constraints

Campbell and Cocco (2003, 2015) authored the most popular framework for understanding the choice by households
between FRMs and ARMs. They explore household mortgage choices under borrowing constraints. The presence of a constraint
is likely to cause households to focus on current interest costs rather than long-term costs. This line of reasoning implies that
the current FRM-ARM spread will be the primary determinant of the contract choice and predicts that households that chose
ARMs are those who are more financially constrained. More financially constrained households tend to prefer ARMs either
because they usually carry a teaser rate or because ARMs carry unusually low short-term interest rates, as was the case prior
to the global financial crisis.

7 Contrary to widespread perception, ARMs are not inherently riskier than FRMs. Campbell and Cocco (2015) showed that both types are similarly sensitive to housing
prices and experience similar default rates. The drivers of default, however, are different. The probability of ARM default increases when rising interest rates drive up
required payments. For this reason, the ARM default risk is highest for mortgages originated at low rates (which made the ARMs riskiest in the mid-2000s).

8 The literature considers both supply-side (e.g., declines in lending standards) and demand-side factors. This paper considers only the latter.
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While the empirical evidence generally supports this notion, it also indicates that other factors mediate the effect.

Using data from the survey of consumer finances, Coulibaly and Li (2009) concluded that financially constrained households
are somewhat more likely to prefer ARMs. At the same time, they found that risk aversion is negatively associated with a
tendency to choose ARMs, while affordability considerations do not affect less risk-averse borrowers.

Another deviation from the strict emphasis on financial constraint follows from Bergstresser and Beshears (2010). Relying
on the same survey of consumer finances, they showed that less suspicious and (consistent with Bucks and Pence, 2008)
less knowledgeable (about the exact terms of their mortgages) households are disproportionately those who chose ARMs
in the years preceding the financial crisis. Similarly, Johnson and Li (2014) showed that the consumption growth of U.S. ARM
borrowers is sensitive to past income, which can be interpreted as an indication of financial constraint. In addition, these
borrowers are younger and less educated and have more difficulty managing their debt.

Studies from European countries generally reach a similar conclusion — while ARM borrowers are financially constrained,
other factors mitigate that effect.

In a pre-crisis paper, Paiella and Pozzolo (2007) found that Italian households are more likely to choose ARMs if they have
high expenditures on non-durable goods (financially constrained). While that paper used a sound proxy for financial constraint,
it used a limited set of explanatory variables, which makes the finding difficult to generalize.

Overcoming that limitation, Fornero et al. (2011) assessed the role of financial literacy in the FRM-ARM choice. The authors
showed that financially constrained households with higher mortgage-to-income ratios are more likely to choose an ARM if
they also have a low level of financial literacy. At the same time, the paper also found that households with a higher level of
financial wealth also tend to choose ARMs over FRMs, suggesting that rich and poor households make decisions differently.

Echoing that conclusion, Damen and Buyst (2013) found that low- and high-income households in Flanders, Belgium choose
ARMs for different reasons. While poor households tend to prefer ARMs because they are financially constrained, wealthy
households choose ARMs if they can afford changes in future interest payments.

Finally, Hullgren and S6derberg (2016) showed that ARM borrowers in Sweden tend to be younger (thus, less experienced),
financially vulnerable, and more influenced by media.

Box 1. Determinants of demand for foreign currency loans

While the determinants of the FRM-ARM choice are important for policymakers in developed
countries, their counterparts in the developing world may be more interested in understanding the
choice by households between foreign currency loans (FCLs) and local currency loans (LCLs), especially
mortgages. For instance, FCLs have a 25% share of all loans in Latin America, 40% in the Middle East,
and more than 50% in Central and Eastern European countries collectively (Beckmann and Stix, 2015).

Early studies concluded that FCLs may be individually and socially optimal (lze and Yeyati, 2003).
However, the experience of the global financial crisis, especially in Eastern Europe, casts doubt on that
view (Brzoza-Brzezina et al., 2017).

Given the crisis-inspired interest in understanding demand-side determinants of foreign currency
borrowing, somewhat surprisingly, the literature addressing this question remains scarce and provides
contradictory conclusions.

Among single-country studies, Pellényi and Bilek (2009) documented that FC borrowers in Hungary do not
differ from LC borrowers in terms of financial literacy and risk aversion. On the contrary, Beer et al. (2010)
found that FCLs in Austria are most popular among risk-seeking and wealthier households, while two more
recent studies added that Austrian FC borrowers have substantially higher risk buffers and can tolerate
exchange rate risk (Albacete et al., 2012; Albacete and Lindner, 2015).

Cross-country studies present fewer contradictions as they have mostly focused on different aspects
of FCL demand. Csajbdk et al. (2010) showed that households with FCLs have greater liquidity constraints
and that the “fear of floating” monetary regime tend to increase demand for FCLs as households expect
small variations in the FX rate. In part contradicting the findings of Beer et al. (2010), Beckmann and
Stix (2015) documented that knowledge about exchange rate risk decreases demand for FCLs. Lastly,
Beckmann (2017) tested and confirmed the hypothesis that household expectations of government
debt relief will increase demand for FCLs.
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Non-standard preferences

The preference for ARMs by financially constrained households may be a sign of present bias and myopia. For instance,
Damen and Buyst (2013) interpret their result as an example of myopic behavior. Finally, in-line with the findings of Bailey et al.
(2017), social networks may influence households’ judgment regarding the relative attractiveness of ARMs over FRMs.

Households may also choose ARMs for another reason. Botsch and Malmendier (2015) suggest the choice between fixed- and
adjustable-rate mortgages may be indicative of inflation expectations. Households that place a greater subjective probability
on high future inflation may perceive FRMs as a type of hedge, exhibiting a non-standard preference.

(Biased) beliefs

The existing literature on the FRM-ARM choice does not directly examine the role of (biased) beliefs. However, it is reasonable
to assume that ARM borrowers may suffer from the exponential growth bias and underestimate the income risk they face
from rising interest rates. These borrowers may also underestimate the potential variability of interest rates due to naive
learning from recent experience (assuming that recent variability in interest rates is indicative of future volatility). Additionally,
households may overestimate future income growth due to optimism or overconfidence and, therefore, downplay the income
risk. Future research will likely test these hypotheses.

3.3. Management of debt contracts

The literature that aims to understand how households manage debt obligations can be divided into two groups: studies of
household decisions to refinance mortgages and those analyzing the optimality of consumer debt repayments, mostly credit
card debt.

In the first case, Keys et al. (2016) found that 20% of households for whom refinancing would be optimal and feasible, still
had not taken advantage of lower rates. The authors estimated that this (non)decision resulted in a new present average loss
of $11,500 per household. The failure to refinance suggests that despite high stakes in this case, households still make sub-
optimal financial decisions.

Along similar lines, Agarwal et al. (2015b) analyzed a sample of those who made refinancing decisions in 1998-2011 and found
that about a half of those borrowers refinanced at rates at least 50 basis points above the best rate available to them. The authors
also demonstrated that financially sophisticated borrowers made smaller mistakes, refinancing at rates closer to optimal.

In consumer credit, Stango and Zinman (2009b) estimated that more than half of annual expenses associated with checking
and credit card accounts could be avoided with minor changes in behavior. Soll at al. (2013) examined the degree to which
households misunderstand the relationship between credit card debt repayments and debt reduction, or how changes in
monthly debt repayment amounts affect debt repayment time. They found that households are insufficiently sensitive to the
interest-to-principal ratio, meaning that individuals may fail to realize that small increases in the monthly payment can result in
a significant drop in the repayment time when the interest-to-principal ratio is high. Echoing that result, Keys and Wang (2016)
documented that in a large dataset covering one-quarter of the U.S. credit card market, almost 30% of accounts make only the
lowest monthly repayment allowed (usually much smaller than optimal for most households).

More recently, Ponce et al. (2017) used data from Mexico to assess whether consumers minimize financing costs by
borrowing on lower-interest cards. They found that, on average, households allocate a large proportion of their debt to high-
interest credit cards, even when they could save a substantial amount, leaving considerable money on the table. In a related
paper, Gathergood et al. (2017) documented similar behavior among UK households.

Constraints

The mismanagement of debt repayments may be the result of inertia (a low probability of refinancing) and inattention
(insensitivity to refinancing incentives), which implies that cognitive constraints play an important role. The empirical evidence
is largely consistent with this hypothesis (Andersen et al., 2017).

Furthermore, many studies highlight the role of financial literacy and sophistication. Hilgert et al. (2003) documented a
positive relationship between financial literacy and the quality of many debt management practices, such as payment discipline,
maintaining a low payment-to-income ratio, and shopping for better credit card offers. Likewise, Campbell (2006) reported that
low-income and less-educated households are less likely to refinance mortgages in a favorable interest rate environment.

However, not all types of education seem equally beneficial. Brown et al. (2016) showed that while backgrounds in
mathematics and finance positively affect repayment behavior, somewhat surprisingly, general economics training increases
the probability of both holding debt and having trouble with repayment.

Finally, the above-mentioned study by Andersen et al. (2017) found that inertia and inattention are less prevalent among
better educated and wealthier (more sophisticated) individuals.
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Non-standard preferences

Inconsistent time preference is one of the likeliest factors behind household financial mistakes, probably in all cases related
to debt choices. In this sense, debt management is not an exception, as more impatient households are less likely to stick to
their self-defined debt payment plans (Kuchler, 2015). In her study, Kuchler also noted that planned pay-downs by sophisticated
individuals (who are aware of their impatience) are more indicative of future actions than for naive individuals (who are
unaware of their impatience).

(Biased) beliefs

Why do households in the study by Keys and Wang (2016) regularly make only minimum monthly debt repayments? One
possibility is that these individuals have liquidity constraints or are inattentive and prone to inertia. Another possibility is that
existing minimum payments may affect payment choices due to the anchoring bias, basically suggesting to households that the
default amount of repayment (minimum payment) is an optimal one. In this case, individuals, if they suffer from the anchoring
bias, would consider non-informative clues about the amount of the minimum payment as meaningful and would likely to stick
to it if they lack better information.

Using a robust identification strategy, Keys and Wang (2016) tested this hypothesis and found that at least 10% of all
households in their sample anchor their repayment choice to the minimum payment. That shows that those households suffer
from the anchoring bias.

3.4. Rent extraction

An important question for policymakers is whether competition among lenders helps borrowers make optimal credit
decisions. Unfortunately, as Heidhues and Koszegi (2010) have shown, even when credit card companies compete for profit,
borrowers who underestimate their borrowing amount and their debt repayment timeframe will incur large fees and interest
charges.”

Furthermore, lenders seem to screen for behavioral biases and target less knowledgeable and less sophisticated individuals.
In a series of recent studies, Ru and Schoar (2016) found that card issuers target less-educated customers by using rewards
programs to screen for behavioral biases, while Ponce et al. (2017) concluded that Brazilian banks take advantage of households’
failure to borrow from low-interest credit cards. In addition, field evidence suggests employees of financial institutions provide
little information about avoidable fees, especially to less knowledgeable individuals (Giné et al., 2014).

Additionally, Zocchi (2013) cites a study by Valletta and Zocchi (2009) that found that financial advice plays a major role in the
choice between fixed-rate and adjustable-rate mortgages for many households and that almost two-thirds of Italian borrowers
who were advised by a bank went on to choose an ARM. They concluded that by offering an ARM with a teaser rate, banks
reduced their margin (for a limited period) to increase their market share. According to that study, that practice distorts the
market, as it indiscriminately favors the preference for riskier mortgage contracts.

Several mortgage papers also point to manipulative sales tactics that result in price discrimination (e.g., Agarwal et al., 2016)
and that these practices have an effect at the aggregate level. For instance, Gurun et al. (2016) found that regions with the highest
intensity of advertising of mortgage broker services are those with the most expensive mortgages, and that those advertising
practices are most effective when they target poor and less-informed individuals.

Finally, several studies show that predatory lending practices are prevalent and contribute to higher mortgage default rates
(Agarwal et al., 2014a), while anti-predatory lending laws and counseling programs improve mortgage outcomes (Bostic et al., 2012;
Agarwal et al., 2014b).

IV. CONCLUSIONS AND DISCUSSION

Despite the progress in household finance in the last 10 years, the field remains relatively unknown to a wider academic
audience and to the public. While improved familiarity by the public with the findings in other related sub-fields of behavioral
finance (such as individual investor behavior) helps popularize some of the important findings, a literature review in household
finance has the potential to benefit a wide range of readers, especially young researchers and policymakers.

The empirical evidence on household investment and debt choices presented above suggests four major conclusions.

First, the evidence rejects the somewhat popular notion that (beyond a narrow domain of active stock market trading)
household decision-making is close to optimal, if not fully rational. Indeed, households save, participate, and diversify too
little, and take on too much insufficiently considered debt and manage it inefficiently. Similarly, there is little evidence that

¥ This paper is part of the larger literature that shows that competition does not necessarily reduce deceptive and non-ethical behavior. For instance, Zinman and
Zitzewitz (2016) showed that ski resorts substantially overreport natural snowfall on weekends, and competition does not hamper this practice.
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these mistakes are made exclusively by the poor and financially illiterate. While those households are more likely to make
costly financial mistakes, sophisticated and wealthy households do not make near-optimal financial decisions either.

As a result, there is a question of whether the do-it-yourself policy view of household financial decisions could be seriously
flawed. While we do not expect individuals to use health care services in a do-it-yourself institutional environment and generally
discourage self-treatment, we still expect that households should make autonomous and independent financial decisions. This
happens even though modern financial markets are no less complex than modern medicine. Since households make costly
financial mistakes that result in negative consequences for individuals and societies, policymakers could benefit from shifting
their perspective from the opportunities created by modern finance to the challenges it brings to households.

Secondly, the empirical evidence suggests that basically all household finance phenomena have compelling “rational” and
“behavioral” explanations. Moreover, these explanations are likely to complement and interact with one another, rather
than be mutually exclusive. This observation highlights a potential danger of ideology, which according to Jelveh et al. (2015)
influences the results of academic research in economics. Researchers with a narrow professional background and strong
ideological preferences for the standard or behavioral perspective may fail to consider equally likely explanations of observed
phenomena. By doing so, they may contribute to the formation and propagation of harmful narratives that can negatively
influence policy decisions that will fail to deliver society-wide beneficial outcomes.

Thirdly, households’ behavioral weaknesses do not exist in isolation from institutional arrangements and the regulatory
environment. The empirical evidence seems to reject a long-standing belief that competition tends to eliminate opportunities
for rent extraction. Instead, the studies find that businesses are aware of potential mistakes by households and do exploit
them. In terms of investment decisions, this means that better regulation has the potential to improve the effectiveness of
financial advice (to increase benefits and reduce costs) and increase market efficiency (by limiting the ability of managers to
boost share prices above their fundamental value). In the domain of borrowing decisions, better regulation has the potential
to improve macrofinancial stability as a result of better allocation of credit (by ensuring that household circumstances and
characteristics match with the features of debt contracts).

Finally, it is quite easy to notice that financial literacy seems to play an important role in determining the quality of household
investment and borrowing decisions. In this sense, policymakers may view the goal of improving household financial literacy
as low-hanging fruit.

While it is difficult to make a case against improving financial literacy, a word of caution is in order. Let’s recall the example
provided by Gathergood (2012) who examined the relationship between self-control, financial literacy, and over-indebtedness
in the credit card market. Gathergood concluded that while financial literacy indeed plays an important role in determining the
quality of decision-making, a lack of self-control by households plays an even more significant role.

More generally, a wave of recent studies cast serious doubt on the effectiveness of financial education. For example, in a
meta-analysis of the relationship between financial education interventions and financial behaviors covering more than 200
previous studies, Fernandes et al. (2014) concluded that (1) interventions to improve financial literacy have a limited effect on
financial behavior, and that (2) the effect of those interventions rapidly decay over time.

Taken together with the abundance of empirical evidence on rent extraction, the power of behavioral interventions, and the
effects of supply-side factors that influence household financial behaviors, it is reasonable to assume that an excessive focus
on improving financial literacy is not justified if taken in isolation from other determinants of household behaviors.
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