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ABSTRACT

Econometric models of credit scoring started with the introduction of Altman’s simple z-model in 1968, but since then these 
models have become more and more sophisticated, some even use Artificial Neural Networks (ANN) and Support Vector 
Machine (SVM) techniques. This paper focuses on the use of SVM as a model for default prediction. I start with an introduction 
to SVM as well as to some of its widespread alternatives. Then, these different techniques are used to model NBU data on 
banks’ clients, which allows us to compare the accuracy of SVM to the accuracy of other models. While SVM is generally more 
accurate, I discuss some of the features of SVM that make its practical implementation controversial.  I then discuss some ways 
for overcoming those features. I also present the results of the Logistic Regression (Logit) model which will be used by the NBU.

I. Introduc� on
Credit risk is the probability that a given counterpart will fail to honor its obliga� on to pay back a loan to the provider of the 

loan. The Basel Commi� ee on Banking Supervision a� aches a lot of importance to the development of a proper framework for 
quan� fying this risk and promotes an Internal Ra� ng Based (IRB) approach encouraging banks to develop their own internal 
models in order to score their clients properly to make sure banks have enough capital to cover expected losses.

In order to es� mate credit risk, however, the NBU imposes the use of a par� cular econometrics model to all banks. The 
reason for this is that many Ukrainian banks do not yet have well-developed credit processes based on a commonly accepted 
sta� s� cal approaches. Large interna� onal groups do have such processes, however, they diff er widely across banks. In addi-
� on, some of them use models provided by their interna� onal headquarters that are not necessarily adapted to the specifi c 
characteris� cs of the Ukrainian economy.

In Direc� ve No. 23 (2012), which previously regulated credit risk assessment, the role of such a model was not crucial – the 
fi nancial risk iden� fi ed by the model was then adjusted by the days past due, meaning that even if the model assigned the 
company a high credit risk, the absence of days past due would allow banks to assign rela� vely low provisions to it.
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The new Direc� ve on credit risk assessment will abolish the adjustment - provisioning will be mostly1 determined by the 
company’s fi nancials. That’s why the choice of an appropriate model has become much more important. In this paper, using 
Ukrainian data, I analyze and compare the predic� ve accuracy of three models: Linear Discriminant Analysis (LDA) model, Logit 
model, and SVM model.

II. Theore� cal summary
2.1. Linear Discriminant Analysis (LDA)

Edward Altman proposed the use of LDA for default predic� on in 1968. Since then, this method has been very popular 
mainly due to its simplicity and its rela� vely accurate results in terms of default predic� on. It is currently used by the NBU as 
the main credit risk model according to a regula� on that is going to be suspended (Direc� ve No. 23).

LDA can be used for mul� ple classifi ca� on; however, within the framework of default predic� on we have only two classes 
- solvent and insolvent companies. Let π

i 
be the prior probability of class i, and p (x|i) be the condi� onal distribu� on of ex-

planatory variables x. Then the posterior probability distribu� on can be wri� en as:
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It is assumed that the distribu� on  � � � 
is a mul� variate normal 
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 where  μi is a vector of condi� onal 
means of the variables and ∑ is covariance matrix. Note that ∑ is without subscript i. This is because it is assumed that it is 
equal for both classes.2

Since we have just two classes, we denote them as i = 0 and i = 1. Then, assuming linearly separable data, 
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It can be shown that this decision boundary can be presented as a simple linear equa� on of the form wTx + w

0 = 0, where 
w are weigh� ng coeffi  cients to be es� mated.

Consider the illustra� ve example from Figure 1. Red points are solvent companies and blue ones are insolvent companies. 
We observe that their condi� onal means are quite diff erent. Normal distribu� ons are overlaid around these means. We 
clearly see that at the point of the distribu� ons’ intersec� on, i.e., where the probability of ge  ̄ ng to each category is equal, 
the decision boundary is located.  If the point falls to the le°  of the boundary, the probability of being solvent becomes higher 
than insolvent, therefore the point is classifi ed accordingly.

It is argued,3 that the model performs poorly when the abovemen� oned underlying assump� ons do not hold, and this is 
usually the case – fi nancial ra� os are rarely distributed normally (for example, because such variables cannot have nega� ve 
values), and it is not likely that solvent and insolvent companies have similar covariance matrices across ra� os, because, intui-
� vely, companies with completely diff erent solvency statuses can have diff erent rela� ons across variables.

2.2. Logis� c Regression

While LDA is a linear parametric model, Logit is a non-linear parametric model. Compared to LDA, Logit does not use the 
assump� ons of mul� variate normality and equivalence of covariance matrix that were made in LDA case, but instead assumes 
a logis� c distribu� on of the output variable.

Let x be explanatory variables (in our case, fi nancial ra� os), 
�

 are coeffi  cients for x. Suppose an equa� on 
�

�

� � �

�


 defi nes 
the value of the variable z, which then goes into a logis� c Cumula� ve Distribu� on Func� on (CDF) Φ(.) as a parameter. Then 
each company i has its own probability of default (PD):

1  There are still some qualitative triggers provided in the text of Directive No. 23 that can adjust the output of the model.

2  The assumption is made in order to make the inference equation linear. Refer to Venables W. N. and Ripley B. D. (2002) for the complete theory.

3  Pohar M., Blas M., and Turk S. (2004) have studied the behavior of LDA and Logit when normality condition fails.
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Our obvious task is to maximize (1) for insolvent companies (denote them y = 1) and to minimize it for solvent ones (y = 0). 
We can write this as:
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  where n is the total sample size.        (2)

In other words, by varying β, we try to maximize the product of whether PD (for insolvent companies) or survival rate (for 
solvent companies), which is 1 – PD, over the sample. This procedure is called Maximum Likelihood Es� mate (MLE). Usually, 
the logarithm of (2) is taken in order to simplify computa� ons as taking the logarithm turns the product into the sum of loga-
rithms.4

Figure 2 provides illustra� on of Logit (nota� ons are the same). The variable z is located on the horizontal axis. A° er (2), βs 
are set in such a way that z is on average maximally diff erent across classes. And the logis� c CDF (black line) is generally higher 
at insolvent companies.  However, the le° most points are, of course, errors of the model.  The same is true to the rightmost 
points of the solvent companies. 

2.3. Support Vector Machine

Bernhard E. Boser, Isabelle M. Guyon, and Vladimir N. Vapnik (1995) introduced SVM as highly nonlinear non-parametric 
machine learning algorithm for classifi ca� on. Lately, it is ge  ̄ ng increasingly popular in the default predic� on scope as more 
and more researchers test and further develop this model. Western commercial banks and ra� ng agencies are also interested 
and many of them incorporate SVM and related machine learning methods internally (McKinsey, 2015).

Regulators are also using these models. Deutche Bundesbank used SVM in credit scoring of non-fi nancial companies up to 
2012 (ECB, 2013).5

4  Refer to  Hosmer D. W., Lemeshow S. (2000) for deeper explanations on Logit. 

5  In 2012, the model was substituted with a more sophisticated integrated model that comprises several auxiliary models.

Figure 1. Principle of LDA



Pokidin D. / Visnyk of the Na� onal Bank of Ukraine, 2015, No. 234, pp. 52-72

55

Consider the linear equa� on h(x) = wTx + b, with x (as usual) as a vector of independent variables, w is a vector of weigh� ng 
coeffi  cients, and b is an intercept. This equa� on forms a separa� ng hyperplane when it is equal to zero.

The so-called “margins” play the key role in SVM. It is essen� ally the distance from the point to the separa� ng hyperplane. We can 
dis� nguish between func� onal margin and geometric margin. Func� onal margin can be formalized as:

y = y(wTx + b),                                           (3)

Where y is an indica� ng variable, which takes the value of +1 if company defaulted and -1 otherwise.  Therefore, we classify the 
company as defaulted if the value of (3) is greater than zero. The larger it is, the more we are confi dent in our predic� on. Figure 3 
illustrates a linearly perfectly separable case. The separa� ng hyperplane is located in such a way that the margin between the clos-
est points (support vectors) and the plane is maximal. No� ce, that for the linear case, there should be at least three such points. 
Otherwise, the line could be drawn in an infi nite number of ways. In other words, the points “support” the line. This is where the 
method receives its name.

However, (3) cannot be a reliable confi dence measure, because, a° er rescaling w and b (mul� plying or dividing by a number), 
the predic� on remains the same, but the value of (3) changes (i.e. we can make it arbitrarily large, which can misleadingly provide 
a confi dent predic� on).

To overcome this problem, we further introduce the no� on of geometric margin. Instead of just using w and b, we normalize them 
so that they now become �

�

 and . It now means that the parameters are normalized to have the length of unity. And the formula 
(3) becomes: 

� �

� �

�

���

�

�


The principle of SVM is to fi nd the set of weights that maximizes the minimal margin of each class points to the separa� ng hyper-
plane. In other words, this makes our predic� on as confi dent as possible. It is done by formula� ng an op� miza� on problem of the 
form6
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- sample size

6 Detailed derivation is out of the scope of this paper. For in-depth theory, refer to Andrew Ng, Stanford University, CS229 Lecture notes.

Figure 2. Principle of Logit



Pokidin D. / Visnyk of the Na� onal Bank of Ukraine, 2015, No. 234, pp. 52-72

56

ε
i
 in this formula� on is the parameter, which allows some frac� on for misclassifi ca� on (can be regarded as an error term), C

controls for the quan� ty of such misclassifi ca� ons. If one sets C too large, then there will be less of a misclassifi ca� on, while, 
at the same � me, the risk of overfi  ̄ ng increases too.

What makes SVM so good is usage of Kernel func� ons. Kernel func� ons transform the func� onal form of the original input 
variables, transferring them into highly dimensional space (feature space). Transformed variables are called features. In fea-
ture space, points, which were linearly inseparable in the original space, usually can be easily separated. The principle of ker-
nels can be best illustrated with the following example. Suppose we have only two fi nancial coeffi  cients that can be used for 
predic� on (x and y). If this is the case, we operate in just 2 dimensions. Consider Figure 4 a). Let red circles be solvent compa-
nies and the blue – insolvent ones. It is apparent that no line could separate the points from one another. But, what if we don’t 
want to limit ourselves with just 2 dimensions. Let’s transform the points such that they now have another dimension with 

coordinate (x2 + y2).  The result of this is that the points could be separated linearly, which is illustrated on the Figure 4 b).

The next step is introduc� on of Lagrange duality. While the formula� on in (4) is called primal form, the dual form version 
(already with Kernel func� ons) looks like the following:
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a's in (5) are Lagrange mul� pliers from the primal form. Note that parameter C sets the upper boundary for a  that’s why 
it is also called a box constraint. During op� miza� on the majority of a's will turn to zero, non-zero a's correspond to the sup-
port vectors.

Now, the formula for predic� on is 
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where k is the number of support vectors.

Despite its obvious advantages, SVM has some drawbacks as a credit scoring applica� on. They will be discussed in the 
subsequent sec� on.

Figure 3. Principle of SVM
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Note that parameter C from (4) is responsible for the level of misclassifi ca� on. The bigger it is, the more precise the model 
on the training sample becomes. However, a large value of C o° en leads to overfi  ̄ ng. Therefore, one should fi nd some 
trade-off  between precision and overfi  ̄ ng when deciding on C.

In addi� on, one should opt for a par� cular type of Kernel func� on. In this applica� on, the Gaussian kernel was chosen, 
which has the following form:

Gaussian kernel is probably the most popular due to its computa� onal effi  ciency. The parameter σ in the formula above 
is called the kernel scale parameter. It is also subject to op� miza� on. These two parameters are selected in such a way that 
maximize the GINI of the model.7

Another parameter to be tuned is prior probabili� es of each class. For the present purpose, uniform probability was cho-
sen. It means that the model puts equal weights on the observa� ons of solvent and insolvent companies during op� miza� on.

III. Model
In this sec� on, the three abovemen� oned models are built and tested in order to reveal the op� mal one.

3.1. Data8

NBU data from fi nancial statements of more than 8,000 private enterprises9 was used to build the models. The data was 
further refi ned as some companies that were suspected to be related to certain banks10 were eliminated from the analysis.

The data was divided by the size of enterprises (large and small) and then by industry (Agriculture, Manufacturing, Trade, 
Others). The division by size is s� pulated by diff erent accoun� ng standards for large and small companies that exist in Ukraine. 

7  The list of parameter values selected for each model is provided in the Appendix, Table C.

8  I’d like to thank the NBU Risk Management Department, in particular Alexander Fostik and Dmytro Sharov, for the great help and participation in Logit model 

building, as well as in creating the independent variables list and breakdown to clusters.

9  Companies located in Donbass and Crimea were eliminated from the sample, since they went bankrupt not due to economic reasons.

10 For such companies, the Directive has a list of qualitative triggers that increase the probability of default.

Figure 4. Illustration of Kernel Transformation

 a) Original Space b) Feature Space
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Therefore the informa� on in the fi nancial statements cannot be compared. In the previous Direc� ve, there was more detailed 
breakdown by industries. The unavailability of a large enough sample dictated the decision to aggregate the breakdown. If 
original clusters were used, then only about a hundred companies would have remained in each cluster. The choice of the 
par� cular clusters was made a° er conduc� ng a cluster analysis, which revealed similari� es in the balance structure among 
the abovemen� oned clusters. It should be noted that only ra� os that describe balance structure diff erences were used, ra� os 
that might indicate problems with solvency were not used.

For the purpose of this paper, “default” means ge  ̄ ng to the category of insolvent companies, according to the Direc� ve 
No. 2311 as of 1 January 2015, while the fi nancial statements was as of 1 January 2014, i.e. with a lag of one year.

3.2. Variables

For modeling, a long list of fi nancial ra� os was ini� ally made (Table 1). They cover various types of profi tability, liquidity, 
turnover, and solvency measures. All variables were capped with 5 and 95 percen� le. Similar variables were used by Hardle 
et al., (2009), they built similar model for Deutsche Bundesbank in their paper.

3.3. Effi  ciency criteria

The main effi  ciency criterion was Accuracy Ra� o (AR). For Logit it was also Pseudo - R2. These measures indicate how well 
the model can diff eren� ate between solvent and insolvent companies.

Accuracy Ra� o (GINI)

It is also called the GINI coeffi  cient.  In general, it shows how precise the model iden� fi ed defaulted companies in rela� on 
to non-defaulted. It is derived from Receiver Opera� ng Characteris� c (ROC) curve.

Suppose you have model predic� ons, for instance z-values in an LDA case. Among them, there is True Posi� ve (TP), i.e. 
defaulted companies that are correctly iden� fi ed; and False Posi� ve (FP), i.e. non-defaulted companies that are predicted as 
defaulted. Let us then simultaneously add some arbitrary value to each variable’s predicted z-score and recalculate TP and FP. 
Repeat this step un� l FP takes all values in the range {0;1}. The ROC curve is formed in 2-dimensional space, where FP is on 
the horizontal axis and TP is on the ver� cal axis.

Assume further a very bad model, which gives random predic� ons. Theore� cally, the ROC curve of such a model will be a 
straight line connec� ng points (0,0) and (1,1).  AR is exactly the area between this line and the ROC curve of a given model. In 
other words, it is the diff erence between a given model and a random model. The larger the area between them, the be� er.

3.4. Weight of Evidence (WOE) Transforma� on

WOE transforma� on is in essence transforma� on of con� nuous variables to discrete ones. The reasoning for using such an 
approach is that LDA and Logit gave bad results using pure data. The GINI coeffi  cient amounted on average to 0.2-0.3, which 
is not even comparable to the results produced by SVM. Unfortunately, Ukrainian fi nancial statements are o° en low-quality 
since IFRS is not mandatory for the majority of companies and fi nancial statements are o° en not audited. Therefore, there is 
a lot of noise in the data, which cannot be handled by LDA and Logit. By noise, I mean some sort of counterintui� ve depen-
dences that might occur due to mistakes or omissions in the fi nancial statements. Making variables discreet helped reduce 
this noise. The principle is the following:

1) Each variable is divided by some number of ranges from the sample minimum to maximum. (First column 
of Table 2);

2) For each range, WOE is calculated by the formula.

 WOE
i 
= ln(%solvent

i
) - ln(%insolvent

i
), where %solvent

i
  is a frac� on of non-defaulted companies in the range i, and 

%insolvent
i
 is a frac� on of defaulted companies in the range i (Columns 2 and 3 of Table 2).

11  Typically, these are companies that are more than 90 days overdue on a loan, but there are other conditions.
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Variable Formula Variable Formula

K1
Opera� onal Profi t

K17 K8 + K15 − K16
Revenue

K2
EBITDA

K18
Financial Liabili� es

Revenue Shareholders Equity

K3
EBIT

K19
Financial Liabili� es

Revenue EBITDA

K4
Current Assets-Current Liabili� es

K20
Shareholders Equity

Current Assets Total Assets

K5
Net profi t

K21
Current Assets

Revenue Current Liabili� es

K6
Net profi t

K22
Most liquid current assets

Shareholders equity Current Liabili� es

K7
Net profi t

K23
EBIT

Total Assets Financial Expense

K8
Inventories

K24
Financial Liabili� es

Cost of goods sold Revenue

К9
Accounts Receivables

К25
Current Assets-Current Liabili� es

Revenue Shareholders Equity

К10
Accounts Payables

К26
EBITDA

Revenue Financial Expense

К11
Total Assets

К27
Financial Liabili� es

Revenue EBTDA

К12
Current Assets

К28
EBITDA

Revenue
Short term fi nancial liabili� e + 

Financil expense

К13
Fixed Assets

К29
Working Capital

Revenue Total Assets

К14 К8 + К9 – К10 К30
Working Capital

Revenue

К15

Accounts Receivables 
for advances К31

Financial Liabili� es

Revenue Net profi t

К16
Accounts Payables for advances

К32
EBTDA

Revenue Revenue

Table 1. Initial Full Set of Variables
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3) IV (Informa� on Value) for a variable is calculated by the formula  
�� �

�

���

 (%solvent
i
 - %insolvent

i
), * 

WOE
i
, where n is the number of ranges. This value becomes larger when the diff erence between the number of solvent and 

insolvent companies in each range increases (bo� om right cell of Table 2).

4) The number of ranges and their bounds are selected in such a way that maximizes IV.

5) WOE values (column 4) go into the model’s equa� on.

It is very important from an economic prospec� ve to have monotonic WOE. In essence, it means that with an increase of 
some variable WOE can only increase or decrease. It is unacceptable to have, say, Debt/EBITDA ra� o, which decrease WOE at 
fi rst, and then, suddenly, starts increasing, because an increase in debt burden should never entail a decrease of PD.

Of course, there is a nega� ve in this approach – the model losses its fl exibility since the variables can only take several val-
ues. Suppose a model consists of just one explanatory variable, Net Profi t/Revenue, suppose further that it has just two WOE 
ranges – from nega� ve infi nity to 0%, and from 0% to posi� ve infi nity. Let corresponding WOEs be -1 and +1, respec� vely. 
Suppose we predict the fi nancial stance of three companies – A, B, and C with respec� ve values of Net Profi t/Revenue of 
-70%, -0.1% and 0.1%. The model predic� on for B and C would be an� podal, though the diff erence between them is just 0.2%. 
At the same � me the predic� on for A and B will be exactly the same, though the company A is obviously much worse than 
B. Of course, it is a simplifi ed example, but it perfectly refl ects the drawback of such an approach. Despite this, it helped to 
suffi  ciently enhance the model’s effi  ciency in terms of GINI.12 In essence, it makes a model a bit non-linear. Suppose we have 
the same variable in two separate equa� ons with the same coeffi  cient of 1. But, it is WOE transformed in the second equa-
� on according to an example from Table 2. Consider Figure 5. The horizontal axis is the number of variable values. Since the 
WOE-transformed variable (Figure 5 b)) has four ranges, it can only take four consecu� ve values (WOEs). An untransformed 
variable (Figure 5 a)), as it’s con� nuous, can take any value, four values with equal step were picked in order to compare it with 
a transformed one. It is apparent that the WOE transformed variable shows non-linear behavior.

It must be noted that SVM do not need such transforma� on, because it shows very good results on pure data, which is an 
obvious plus.

3.5. Variables selec� on

Due to WOE transforma� on, the procedure for variable selec� on diff ers for Logit and LDA, and SVM.

Logit and LDA

1) All coeffi  cients are compared by IVs. Variables with the lowest IV are dropped from the analysis since they 
cannot discriminate between classes well;

2) The correla� on matrix and economical reasoning of the sign of variable coeffi  cients in the equa� on are 
assessed. Highly correlated or not economically jus� fi ed variables are dropped;

12  In fact, by doing this transformation we fi t our input data to what we expect to see (notice, that we make WOE trend to be in line with economic intuition). 

Bounds Solvent Insolvent WOE IV

<–0.006 9 6 –1.3 0.25

<0.053 34 11 –0.57 0.12

<0.16 41 3 0.91 0.18

>0.16 42 3 0.93 0.19

Totals 126 23 Na N 0.73

Table 2. Example of WOE Transformation
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3) The remaining set of variables goes to the cross-valida� on stage, where the effi  ciency of the model is as-
sessed with these variables. Addi� onal variables can be dropped in this stage.

SVM

For SVM, a forward selec� on procedure was chosen:

1) Selec� on starts with a model with no variables and then one variable is added to the model in turn;

2) The variable that ul� mately brings the largest GINI increment is added;

3) All highly correlated variables (>|0.8|) with the chosen one are eliminated from the ini� al set;

4) Then the procedure is repeated with the remaining set;

5) It con� nues un� l variable addi� on does not lead to an enhanced effi  ciency.

A third step is needed to accelerate computa� ons. Highly correlated variables presumably describe one common aspect of 
a borrower’s fi nancial standing. So, a° er the best of these variables is picked up, all others are eliminated so that they do not 
par� cipate in the next lap, thereby saving computa� onal � me.

Of course, there is no possibility of trying all possible combina� ons of variables, so this procedure or a backward selec� on 
is commonly chosen.13 A backward selec� on procedure is inverse to the forward one – the model starts with a full set of 
variables and then variables are deleted in turn. As you no� ced, variable selec� on and cross-valida� on stages for SVM are 
combined in one step.

Figure 6 illustrates the GINI path in a forward variable selec� on process for SVM for large companies. We see that a° er 
some point (most o° en it is 4-6 variables) GINI starts to diminish. It is the cut-off  point in variable selec� on for each model.

Table 3 provides informa� on on the variables picked for each par� cular model, according to the selec� on procedure de-
scribed above.14 Don’t be confused with the fact that there are not many coinciding variables in LDA & Logit and SVM. Many 
of them are highly correlated, therefore can be regarded as subs� tutes for each other. For example, in the “Manufacturing” 
cluster of Large companies, the K7 coeffi  cient is absent in the equa� on for SVM, however this equa� on uses the K3 coeffi  -
cient, which has a correla� on of 0.78 with K7. On the other hand, LDA & Logit equa� on does not have the K12 coeffi  cient, but 
has the K30, their correla� on is 0.81. It means that despite large diff erence in the variables, the economic reasoning behind 
them is much closer than might seem.

The fact that the models are not equal in specifi ca� on makes them harder to compare directly. Instead, it would be proper 
to say that a comparison of both the models and the variable selec� on procedures was made.

13  Refer to Hardle W. K., Moro R. A., Schafer D. (2009) for an additional example of both approaches. 

14  Refer to the Appendix for the additional statistics for each variable, Tables A and B.

Figure 5. Illustration of WOE Transformation

a) Untransformed Variable Path  b) Transformed Variable Path))
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Figure 6. GINI Path in SVM Variable Selection Process

Large Companies

Agriculture Manufacturing Trade Others

LDA&Logit SVM LDA&Logit SVM LDA&Logit SVM LDA&Logit SVM

K10 K8 K7 K3 K11 K9 K10 K10

K11 K10 K20 K12 K14 K14 K22 K12

K24 K19 K23 K16 K15 K20 K27 K21

K25 K22 K24 K24 K21 K24 K29 K32

K24 K30 K25 K23 K25 K30 K27

K25 K31

Small Companies

Agriculture Manufacturing Trade Others

LDA&Logit SVM LDA&Logit SVM LDA&Logit SVM LDA&Logit SVM

K7 K7 K1 K1 K1 K8 K5 K1

K9 K11 K24 K10 K9 K13 K8 K8

K18 K21 K29 K24 K21 K18 K11 K9

K27 K27 K24 K20 K20 K12

K29 K31 K24 K31 K18

K30 K24

K31

Table 3. Variables Selected for Each Model
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3.6. Cross Valida� on 

Very rigorous valida� on was developed and applied for the purpose of tes� ng:

1) Ini� al sample is randomly divided by training and test samples 100 � mes in a 70%/30% propor� on;

2) Each � me effi  ciency criteria are calculated;

3) A° er comple� on of step 2, the median values of effi  ciency criteria are taken.

This procedure is called 100-fold cross valida� on – a par� cular instance of k-fold cross-valida� on. It is a more advanced 
method to validate models, since single test sample effi  ciency may depend very much on the proper� es of the test sample at 
hand.15 So the procedure is developed to give very close approxima� on of sample effi  ciency to a true one.

IV. Results16

In Table 4 you can observe the effi  ciency of the models based on specifi ca� ons iden� fi ed in the previous sec� on.

SVM models are be� er in 6 out of 8 cases.  It should be noted, though, that in some cases the results of the models are 
approximately equal.

Table 4. Accuracy Ratio (GINI) of the Models

Cluster Agriculture Manufacturing Trade Others

Model LDA Logit SVM LDA Logit SVM LDA Logit SVM LDA Logit SVM

Large com-
panies

0.38 0.344 0.455 0.51 0.51 0.506 0.646 0.653 0.653 0.517 0.524 0.555

Small com-
panies

0.458 0.497 0.512 0.472 0.508 0.535 0.498 0.497 0.545 0.233 0.228 0.294

The ROC curves that correspond to the median values of GINI are presented in the Appendix.

Impediments to prac� cal implementa� on of SVM

It seems that SVM is superior to its compe� tors in many cases. The model is more effi  cient than LDA and Logit, even though 
WOE transforma� on was used to foster the effi  ciency of the la� er. Because SVM uses input variables as is, it is more fl exible, 
which is a desirable property.  However, superiority of SVM isn’t so defi nite, since we observe that the diff erences in GINI are 
quite small in many cases.

Figure 7 demonstrates another favorable feature of SVM. Because it is highly nonlinear, it is able to capture any kind of 
func� onal rela� onship of the input variable. We can see that, as K2117 increases within a common range, the score decreases, 
which is in line with economic intui� on. However, abnormally high values of the ra� o might indicate some problem with the 
fi nancial statements of the company, which in turn might be a sign of trouble with the very company. The model captures it, 
and increases the score (in other words, increases the probability of default). In a way, the model can even capture crea� ve 
accoun� ng pa� erns.

15  Refer to Kovahi R. (1995) for more details on this method and its analogues. 

16  The results are not fi nal. Therefore, the model, which will be presented to the banking system, may diff er somewhat.

17  Cluster “Others”. Large companies.
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However, this favorable feature some� mes causes objec� ons from prac� � oners. Consider Figure 8. We can observe the 
dependence of the score on K1218 for two separate companies. We can see that the rela� onships are totally inverse, which 
may be strange to many.19 SVM catches any kind of func� onal dependence, as a result it losses the monotonicity of results. 
This happens because SVM scores depend not only on the par� cular variable, but also on all other variables in equa� on at a 
� me. Whether it is indeed overfi  ̄ ng or the rela� onship is dictated by economic reasons cannot be easily inferred, though. 
The result in Figure 8 is usually possible when the set of variables’ values diff er very much, say, in the case when one of the 
companies has huge fi nancial problems, which is refl ected in very bad ra� os (on Figure 8 b) it is obvious that the company has 
fi nancial problems, since its score is quite high, whatever value K12 takes).

It is not that a huge problem. Table 5 presents the percentage of monotonicity breaches for each model. It seems that on 
average about 20-30% of observa� ons violate the monotonicity of results.

Table 5. Monotonicity Breaches in SVM

Large Companies

Agriculture Manufacturing Trade Others

32% 0% 29.84% 28.07%

Small Companies

Agriculture Manufacturing Trade Others

16.11% 16.72% 28.43% 34.44%

18  Cluster “Others”. Large companies.

19  Note that counterintuitive signs were not allowed in LDA and Logit cases by construction. This might be considered a privilege for SVM in this analysis. On the 

other hand, LDA and Logit have a predetermined functional form, which reduces the risk of overfi tting. Therefore, it is not known what eff ect this privilege had on 

the results or if it was a privilege at all. 

Figure 7. Dependence of Score on K21 Value of a Particular Company

Figure 8. Illustration of Overfitting Problem

а) b)
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Chosen model

At this stage, it is very important to introduce a prac� cable model, which would be easy to explain and understand, there-
fore, implementa� on of SVM was temporary suspended.

A Logit model is chosen for implementa� on since it shows slightly be� er results than the LDA. Besides, its sta� s� cal proper-
� es are more desirable and its use is more widespread in banking system.

Table 6 provides the most detailed informa� on on the resul� ng equa� ons, as well as t-sta� s� cs and pseudo R2.

It seems that the “Others” cluster for small companies shows rela� vely poor performance. There is no surprise in this, 
since from prac� ce it is known that this cluster consists of a large number of companies that are economically dependent on 
other businesses. For such companies, bad fi nancial coeffi  cients do not necessary mean a high probability of default as parent 
companies will likely support them. Likewise, if they lose this support, they can go bankrupt even while having nice fi nancial 
ra� os.  For this reason, the model cannot reliably diff eren� ate between these companies.

Table 6. Equa� ons of Logit Models20 
Large companies Small companies

Cluster Variable Coeffi  cient P-value Pseudo R2 Cluster Variable Coeffi  cient P-value Pseudo R2

Ag
ric

ul
tu

re

K10 0.917 0.08

0.12

Ag
ric

ul
tu

re

К7 0.613 0.05

0.19

К11 0.564 0.27 К9 0.53 0.25

К24 1.11 0.01 К18 0.294 0.48

К25 1.084 0.12 К27 0.269 0.58

constant 1.875 0.0 К29 0.71 0.11

К30 0.524 0.31

constant 1.703 0.0

M
an

uf
ac

tu
rin

g

К7 0.366 0.2

0.15

M
an

uf
ac

tu
rin

g

К1 0.623 0.02

0.12

К29 0.358 0.2 К24 0.791 0.0

К20 0.599 0.0 К29 0.558 0.07

К24 0.476 0.01 constant 1.608 0.0

К30 0.688 0.0

constant 1.24 0.0

Tr
ad

e

К11 0.523 0.03

0.25

Tr
ad

e

К1 0.35 0.18

0.14

К14 0.909 0.0 К9 0.772 0.01

К15 0.754 0.01 К21 0.891 0.0

К21 0.98 0.0 К24 0.342 0.17

К23 0.732 0.01 К31 0.433 0.11

constant 2.072 0.0 constant 1.913 0.0

O
th

er
s

К10 0.652 0.03

0.18

O
th

er
s

К5 0.308 0.56

0.05

К22 0.954 0.02 К8 0.608 0.27

К27 0.669 0.16 К11 0.28 0.55

К29 0.83 0.05 К20 0.583 0.22

1.058 0.01 0.572 0.17

constant 1.544 0.0 constant 1.112 0.0

The set presented is op� mal as of now. Moreover, the model will be updated and improved as new informa� on comes.

20  It should be noted that some of variables are statistically insignifi cant by p-value. However, p-values were not the main criteria for model selection, but rather an 

auxiliary one. Therefore, insignifi cant variables were allowed in some cases.
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A few words on further steps

Michael Doumpos and Constan� n Zopodunis (2009) proposed a way to make SVM economically jus� fi ed by introduc� on 
of so-called hints to the learning algorithm. Hints are in essence addi� onal constraints to the op� miza� on problem (4). Let us 
reformulate it so that it uses kernel transforma� on:
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 − sample size.

We want the dependence to be monotone. In other words, we want:

� �

�

�� � � �

�

�� � � ��
                                                                                                           (6)

where each element x
j
 is greater than the corresponding element of x

i
. This is the addi� onal constraint.

The formula� on above implies that as x increases the score would decrease. In order to introduce this constraint, we fi rst need 
to create a data set on which the model would orient. In other words, we ar� fi cially create vectors of input, thus giving the algo-
rithm hints about what model we expect to see.  In addi� on, since we need all variables to be monotonically decreasing [as in-
equality (6) s� pulates], we have to fl ip equa� ons for K, when necessary, such that their economic intui� on would be in line with it.21

V. Conclusions
This paper evaluated the poten� al use of SVM as a methodology to measure credit risks. Using a dataset of Ukrainian com-

panies, I have shown that SVM predicts more accurately than classical scoring models. However, the performance of SVM is 
only marginally be� er, therefore it cannot be deemed as a strictly superior choice. Rather it is very good and viable alterna� ve, 
but the choice of the appropriate model is up to researcher in each par� cular case.

In addi� on, some problems with the complexity and lack of monotonicity in SVM results were discussed, and further steps 
to improve the model and eliminate those prohibi� ve proper� es were suggested. In par� cular, a learning by hints procedure 
can poten� ally be developed, which will make SVM economically intui� ve and likely to reduce overfi  ̄ ng.

Because of SVM’s shortcomings, a Logit model was adopted for now. It turned out to be somewhat more effi  cient than LDA. 
Besides, it poses more a� rac� ve sta� s� cal proper� es than LDA. In order to capture the most recent dynamics in the economy, 
the NBU plans to review this model annually.

21  This procedure shall circumvent the problem of monotonicity breaches caused by overfi tting.
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Appendix
Table A. LDA and Logit Variables. Detailed Informa� on
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Table B. Descrip� ve Sta� s� cs on the Selected Variables
a) Large Companies

Table C. SVM Generaliza� on Parameters

b) Small Companies
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Table D. Correla� on Matrices for Large Companies’ Models
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Table E. Correla� on Matrices for Small Companies’ Models
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Figure A. ROC Curves of the Compared Models

a) Large
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b) Small


